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Abstract 

Reinforcement learning and recurrent networks are two emerging machine-learning paradigms. The first learns the best 

actions an agent needs to perform to maximize its rewards in a particular environment and the second has the specificity 

to use an internal state to remember previous analysis results and consider them for the current one. Research into RL and 

recurrent network has been proven to have made a real contribution to the protection of ubiquitous systems and pervasive 

networks against intrusions and malwares. In this paper, a systematic review of this research was performed in regard to 

various attacks and an analysis of the trends and future fields of interest for the RL and recurrent network-based research 

in network security was complete. 
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1. Introduction 

The contribution of artificial intelligence to network and to 

ubiquitous system security is paramount, given that it has the 

potential to increase the security level of the defended system 

[8] up to the state-of-the-art level generally reached by the 

attackers. The field of artificial intelligence and machine 

learning (ML) is generally classified into three paradigms: 

supervised, unsupervised and reinforcement learning (RL). This 

paper will focus on the contribution of reinforcement learning 

and of recurrent networks algorithms (supervised, semi-

supervised and unsupervised) to ubiquitous systems security, 

principally on the field of intrusions and malwares detection.  

Research into RL has been proven to have made a real 

contribution to the protection of ubiquitous systems against 

intrusions and malwares. The principle of RL is that software 

agents learn to react on their own to an environment that they do 

not yet know [28]. In order to learn how to react, agents make 

decisions and take actions with the objective of accumulating 

rewards while avoiding errors. The volume of scientific 

contributions based on Recurrent networks is no less important. 

Recurrent networks consist in a family of network used to 

analyze an input based on the output of the previous analysis. 

this paper focuses on three types of recurrent networks, to know: 

RNN, LSTM and GRU.  

 

 

So far as we know, depicting the contribution of RL and 

recurrent network to various attacks (phishing, domain 

generating algorithm, injection, sybil, jamming, adversarial, 

eavesdropping, spoofing, (D)DOS, botnet and ransomware) and 

understanding which algorithm is relevant for which attack has 

not been achieved yet. 

Elaborated from the strategic literature review method [22], the 

paper will successively answer two research questions:  

• What is the reinforcement learning and recurrent 

networks’ contribution and prospects for the field of malware 

and intrusion detection ? and, 

• What are the most important contributions of the RL 

and of the recurrent networks to the most known security attacks 

? 

1.1 Research material 

 
We began this review of the literature, according to [22] by a 

systematic investigation of the IEEExplorer database, which 

includes 5,1 106 records and the ACM database, which includes 

2,8 106 records. For both databases, the following search streams 

were defined: 

 

At the level of IEEExplore database, we refined the number of 

records by applying the keywords “security”, which gives 

122,374 records, “network-security” which gives 109,199 

records, and finally, “reinforcement learning” which gives 9,928 

records. By searching both the “network security” and 

“reinforcement learning” keywords together at the abstract level, 
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the result was refined to 105 papers for all dates. Then, the 

keywords “RNN”, ”LSTM” or ”GRU” were entered, giving 881 

records. By entering both “security” together with “RNN”, 

”LSTM” or ”GRU” at the abstract level, the result was refined 

to 163 papers for all dates. Given the recent developments of the 

RL and recurrent networks, we applied a final filter to our 

research, limiting the papers to the 2010-2021 period, which 

give us 253 abstracts to read. After reading them, it appeared that 

there were 212 remaining papers from IEEE worth being 

considered for the systematic review. 

Afterward, we applied the same approach to the ACM Guide to 

Computing Literature. By looking for the keyword “security” at 

the abstract level, we obtained 3,841 records, and by looking for 

the keywords “network security”, we obtained 151,789 records. 

Concerning the keyword “reinforcement learning”, it gave 9,591 

results. When applying both filters together (that is, “network 

security” and “reinforcement learning”) at the abstract level, it 

gave 9 papers. When applying both filters together (that is, “IT 

security” or “cyber-security” and “RNN”, ”LSTM”, ”GRU”) at 

the abstract level, it gave 1,441 papers. Then when applying the 

filter only to the 2010-2020 period, it reduced the volume of 

relevant papers to 307. After reading the abstracts, only 121 

papers appeared worth considering for the analysis and will be 

presented in the next sections. 

In parallel, this selection of papers was applied to Springer, 

Science Direct, Google Scholar and Web of Science but only a 

limited amount of new papers were discovered. In addition to 

the selection criteria defined above, in order to limit the number 

of papers selected, the following exclusion criteria were 

retained: physical security and personal security are outside the 

scope of the studyIn the end, this increased the final volume of 

papers to 351. The evolution of the number of papers published 

the last decade is illustrated on Fig.1. This figure shows the 

exponential development of the number of contributions in the 

last two years. 

 
 

 
 

Fig. 1: Evolution of the number of papers by years 

 

The paper is structured as follows: Section 2 reminds us of the 

theoretic background necessary to understand reinforcement 

learning and recurrent networks Section 3 reviews the literature 

related to the RL and recurrent networks’ contribution to IS and 

ubiquitous system security, and Section 4 concludes the paper. 

 

2. Theoretic background 

Reinforcement learning and recurrent neural networks are two 

machine learning techniques fundamentally different. This 

section summarizes the structure of the deep neural network 

frameworks analyzed and the advantages of each of them. 

2.1. Reinforcement learning 

 
Reinforcement learning involves agents, states (S), and actions 

per state (A). Agents evolves from state to state when they 

perform actions. In order to learn how to react, agents make 

decisions and take action at time t, At – (Fig. 2) with the 

objective of accumulating rewards (Rt) while avoiding errors. As 

RL algorithms mostly use dynamic programming techniques, 

this reward-based environment is typically represented in the of 

Markov decision processes. These processes reflect a 

straightforward description of the problem in order to learn to 

reach a desired goal. In practice, agents continually select 

actions while the form environment in which they behave 

responds and presents new situations (Fig. 2) 

In contrast to classical dynamic programming methods, RL 

algorithms have no knowledge of the exact Markov decision 

processes. Q-Learning [50] is an RL algorithm, whose purpose 

is to learn the policy that informs agents of the action they have 

to achieve in determined situations. This policy is optimized and 

gives all the successive steps necessary to achieve a goal while 

maximizing the gain of the rewards. Agents that learn the 

environment must continuously choose between exploiting the 

knowledge learned and exploring new potential actions to 

perform. Hence, an important parameter to be considered while 

defining RL algorithms is the -greedy, which represents the 

proportion of exploration vs. exploitation actions (e.g., [51]). 
 

 
 

Fig. 2: Structure of a reinforcement learning algorithm 

2.2. Recurrent network 

 

Recurrent networks consist in a family of network used to 

analyze an input based on the output of the previous analysis. 

this paper focuses on three types of recurrent networks, to know: 

RNN, LSTM and GRU. 

2.2.1. RNN 

 

In a traditional neural network, the pieces of data injected into 

the network are independent from each other (Fig. 3).  

 

 
 
Fig. 3: Structure of a reinforcement learning algorithm 

 

Sometimes, it is necessary to analyze connected data inputs, with 

their outputs being dependent on the previous ones (e.g. video 

frame sequences). In those cases, the analysis output of the first 

piece of data (e.g. a video frame) needs to be considered for the 

analysis of the subsequent ones. As a consequence, the neural 

network (NN) has to retain information that it passes from one 

iteration to another. 
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Recurrent neural networks are types of NN that can use an 

internal state, and the latter act as a memory. As explained in 

Fig. 3., RNN performs an identical function on each input (Xt) 

and the subsequent output of each piece of data depends on the 

previous computation (Ht). After computation, this output (Ot) 

is sent back to the RNN up to the last iteration. 

2.2.2. LSTM 

 

The results of the RNN are very good when they concern short-

term dependencies between inputs. However, in more complex 

situations, where specific and important information (like the 

context) needs to be retained for a long time, RNN tends to fail. 

This problem is due to the fact that, as for all neural networks, 

to learn the weights of each neuron and to adapt them at each 

iteration, a gradient descent is used to minimize the sum squared 

error between the output values and the target values. This 

correction is than propagated to all layers of the network using a 

back-propagation algorithm. For long sequences, the derivative 

value (calculated by the gradient descent) is multiplied many 

times (as many times as there are inputs) and consequently tends 

to be insignificant in the end. This problem is known as the 

vanishing gradient. 

 

Long-short Time Memory is a sophisticated type of RNN used 

to combat this problem (Fig. 4). It is composed of memory 

blocks called cells and of two states (cell state (Ct) and hidden 

state (ht)) that represent the memories and that, as for the 

traditional RNN, are translated from one cell to another. The 

functioning of the cell (to retain relevant information) is 

achieved by means of gates whose roles are to add or remove 

information to the memories. LSTM includes three gates: 

• The input (it) gate's role is to add information to the cell 

state. Therefore, it regulates what information needs to be 

entered into the cell state, then it creates a vector that 

contains all this information, and finally, it adds this 

information to the cell state using an addition operation. 

• The forget (ft) gate's role is to remove information from 

the cell state. Therefore, the information which is no 

longer necessary for comprehension purposes is 

withdrawn through the multiplication of a filter. 

• The output (ot) gate's role is to select useful information 

from the cell state and transfer it as an output. Therefore, 

the output gate creates a vector with the relevant 

information, then creates a filter to regulate the 

information that needs to be transferred. Finally, it 

multiplies the value of this filter to the vector created with 

the relevant information and sends it (i) as an output of the 

cell, and (ii) to the hidden state of the following cell. 

 
 

 
 

Fig. 4: Structure of the Long Short Time Memory. 

2.2.3. GRU 

 

The Gated Recurrent Unit (Fig. 5) is a variation of LSTM that 

also aims to solve the problem of the vanishing gradient. The 

GRU has eliminated the cell state and uses the hidden state (ht) 

to transfer information. It also only has two gates, a reset gate 

and update gate: 

• The update (Zt) Gate's role acts similarly to the forget and 

input gate of a LSTM. It decides what information to 

throw away and what new information to add. 

• The reset (rt) Gate is another gate used to decide how 

much past information to forget. 

 

 
 

Fig. 5: Structure of the Gated Recurrent Unit. 

3. Literature review and analysis 

Given the increasing number of network vulnerabilities and 

attacks [54], developing sound malware detection appears 

essential for protecting information systems [27]. Hence, it is not 

surprising that this security topic of ubiquitous systems is the 

most widely addressed RL research and development field [10, 

20, 21, 24, 32, 33, 37, 39]. In this regard, dedicated architectures 

have been a particular focus of attention of the various research 

works related to RL and recurrent networks.  

 

In [24], Divyatmika et al. propose a novel approach to building 

a network-based IDS using a ML approach and suggest a two-

tier architecture to detect intrusions at the network level. In the 

proposed architecture, RL allows anomaly detection considering 

network agents that learn from and make decisions based on the 

environment. Navarro-Lara et al. [20] emphasize the 

contribution of a human expert for threat detection and 

accordingly, propose the Morwilog framework to integrate alert 

correlation into security systems and inject human expert 

feedback into the system using RL.  

 

According to [44], a lot of research is currently dedicated to 

wireless networks and wireless sensors as an integral part of 

cyber physical systems. Recently, Otoum et al. [21] exploited 

RL techniques on a hybrid IDS framework in wireless networks 

[56]. Considering a big data-driven [65] IDS approach, the 

authors compare and demonstrate the better performances of the 

RL-based IDS compared to the previously existing adaptive 

ML-based ones. In the field of autonomous vehicles [62], Xing 

et al. exploit a trust evaluation model to support a two-level IDS. 

Here, an attack warning is established based on (i) trust 

evaluation with the coverage of a roadside unit, and (ii) the 

information exchanged between RSUs through the cloud server. 

Then, an RL-based incentive mechanism reports warning by 

stimulating the vehicle [37]. In the same vein, [32] investigates 

and presents ways to use deep learning (DL) methods, including 

RL approaches, to improve methods for mobile crowd sensing 

and Zolotukhin et al. [39] stress the fact that traditional IDS 

approaches are unsuitable for IoT networks due to two elements: 

the limited computational capacity of devices and the diversity 

of technology. Therefore, an RL agent is proposed as a core 

component of an IoT defense system in order to evaluate the risk 
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of potential attacks [17] and mitigate them using the most 

optimal actions.  

In [10], to maintain the high-level security of data in the Cloud, 

RL is incorporated to the Reinforcement Learning Automata for 

detecting and classifying attacks [3]. Effective rules are 

generated using learning automata from a vast training set to 

improve the learning process. Xiao et al., in [33], propose a MD 

scheme with Q-learning. This IDS is applied to mobile devices 

with the aim of deriving the optimal offloading rate without 

knowing (i) the trace generation and (ii) the radio bandwidth 

model of other mobile devices. Other malwares are addressed 

more specifically, such as: jamming attacks, adversarial attacks, 

eavesdropping, spoofing, (D)DoS, Botnet, ransomware, and 

some others. The impact of these attacks and their consideration 

by the RL-based IDS literature is shown in Fig. 6 and is 

discussed in the following sections. 

 

Concerning the recurrent networks, numerous research has 

addressed the improvement of IDS with an LSTM, such as Li et 

al. [57], who propose an LSTM to establish a time correlation 

between situation data while improving the LSTM with a 

rectified linear unit, layer stacking and cross entropy function, 

or Wang et al. [58], who exploit LSTM in RNN units to generate 

an improved LSTM tree that has the ability of secondary 

detection to solve the problem of a high false negative in 

traditional RNN.  

 

In the same vein, in He et al. [59], authors extracted various 

levels of features from the network connection (the opposite of 

traditional long feature vectors) in order to process information 

more efficiently separately. They also present a multi-modal-

sequential IDS supported by multi-modal deep auto-encoder and 

LSTM technologies, which provide the advantage of 

automatically learning temporal information between 

connections amongst adjacent networks. In Le at al. [60], to limit 

the false positive and false alarm rate of traditional machine-

learning approaches in IDS, the authors analyze the most 

suitable optimizer among six optimizers for LSTM-RNN and 

found that the Nadam optimizer outperformed previous 

solutions. 

 

 
 

Fig. 6. Percentage of papers by type of attacks and by type of 

algorithm  
 

To review the various contributions, each type of attack will be 

reviewed and the state of the art of the RL and recurrent 

networks’ contributions will be presented in the following 

subsections. 

 

2.1. Reinforcement learning contribution to attacks 

 
Reinforcement learning algorithms focus mainly on jamming 

attack, adversarial attack, eavesdropping attack, spoofing attack, 

(D)DOS attack, botnet attack and ransomware attack. 

2.1.1 Jamming attack 

 

Jamming consists of creating interference within radio channels. 

In a jamming attack, malicious node block legitimate 

communication by causing intentional perturbations. This attack 

is a subset of denial of service attacks (Section 2.5) but, given 

that 25.35% of these attacks are considered in the RL-based IDS 

research, the related literature is reviewed independently in this 

section, including the solution proposed by [32] that aims to 

improve mobile crowd sensing security methods, including anti-

jamming transmissions. In [35], Xiao et al. investigate attack 

models for IoT systems and review ML-based IoT security 

solutions based on RL.  

 

Later, Abuzainab et al. [1] proposed an interference-aware 

routing protocol to ensure robust communication against 

jamming. This protocol has the purpose of allowing nodes to 

avoid communication holes created by jamming attacks. The 

authors use RL to elaborate a distributed cooperation framework 

to assess network conditions and make real-time decisions on 

whether to defend the network against a jamming attack.  

In [23] and [19], an RL-based control framework is developed 

to prevent unauthorized unmanned aerial vehicles (UAV) from 

entering a target area. The challenge addressed by the authors is 

to accelerate the learning speed to achieve the optimal UAV 

control policy. This UAV control scheme enables a target estate 

to choose the optimal control policy to expel nearby UAVs (e.g., 

jamming the global positioning system signals). Wang et al. 

study defense strategies against DRL-based jamming attackers 

and put forth three diversified defense approaches: (i) 

proportional-integral-derivative control, (ii) usage of an 

imitation attacker, and (iii) development of orthogonal policies. 

2.1.2. Adversarial attack 

 

ML classifiers are vulnerable to inputs (named adversarial 

examples) maliciously constructed by adversarial attacks. These 

attacks consist of a generic subset of attacks funded on 

adversarial examples (e.g., a strategically-timed attack and an 

enchanting attack [14]) and represents 26.17% of all attacks 

considered by the RL-based IDS (Fig. 6) According to [30], 

adversarial attacks are also effective when targeting neural 

network policies in RL and have exposed a significant security 

vulnerability in ML-models [12].  

 

Similarly, Inkawhich et al. present a new class of threat models 

where the adversary does not have the ability to interact with the 

target agent's environment, in contrast to existing methods 

against RL agents that assume that the adversary either has 

access to the target agent's learned parameters or to the 

environment [13]. In parallel to this, some researchers have 

highlighted that intruders are able to bypass the IDS model by 

constructing samples vulnerable to almost imperceptible 

perturbations of the inputs. To solve this, Wu et al. [31] built an 

RL framework able to generate adversarial traffic flows to 

deceive the detection. 
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2.1.3. Eavesdropping attack 

 

An eavesdropping attack consists of a theft of information 

transmitted over a network and concerns 14.08% of the cases. It 

is also referred to as a sniffing attack or a snooping attack and 

may concern all connected devices such as a computer, a laptop 

or a cell phone. In [34], Xiao et al. develop a physical-layer anti-

eavesdropping solution to diminish the capability of unapproved 

eavesdroppers to infer information in the context of visible light 

communication. Therefore, the authors exploit an RL-based 

control scheme to discover the theoretically optimal solution of 

the secrecy rate and, at the same time, define the most efficient 

beamforming policy against attackers. 

 

In the field of internet of things (IoT), [35] discuss the challenge 

of using ML-based techniques, including RL, to protect user 

privacy (e.g., against eavesdropping attacks [7]). In this regard, 

the cooperation framework previously explained in [1] also aims 

to make decisions on eavesdropping attacks using a dedicated 

deep RL approach. In another area, to protect wireless networks, 

Xie and Xiao [36] apply prospect theory (theory based on the 

observation that people react differently to potential losses and 

potential gains - wikipedia) to formulate the interaction between 

a smart attacker and a mobile user. The first makes subjective 

decisions on the attack model and the second on the security 

mechanism layer to be applied. This allows the Nash equilibria 

of the static smart attack game to be derived and a defense 

strategy based on Q-learning to be proposed. 

2.1.4. Spoofing attack 

 

A spoofing attack consists of an attacker pretending to be 

someone else or something else in an attempt to gain the 

confidence of the defender. By spoofing a system, the attacker 

attempts to get access to defenders’ systems, to steal data, or to 

spread malwares. This attack was the subject of consideration in 

8.45% of the cases. The autopilot system of an autonomous or 

unmanned aerial vehicle is particularly sensitive to a spoofing 

attack given, for instance, the physical consequences that being 

hacked could imply.  

 

In [2], Arthur identifies that drones need to identify their 

intruders and ensure their safe return-to-home and accordingly, 

he develops an RL-based adaptive IDS including a self-healing 

method enforced with a deep-Q network for dynamic route 

learning. Likewise, in [5], Dai et al. stress the fact that in 

vehicular ad hoc networks (VANETs), malicious on-board units 

(OBUs) may potentially try to gain illegal access to other OBUs. 

To face this situation, Dai et al. propose (i) an indirect 

reciprocity security framework to evaluate the OBU level of 

dangerousness to the VANET and (ii) an RL-based action 

selection strategy, which allow OBUs in the VANET to select a 

reliable relay OBU or determine whether or not to follow the 

request of another source OBU.  

 

Bezzo [1] demonstrated the vulnerability of autonomous cyber-

physical systems to attacks like sensor spoofing and used RL 

techniques to determine which sensors are compromised. 

Therefore, he proposes a reachability-based approach and a 

Bayesian Inverse RL technique [6] to leverage the history of 

sensor data and predict the attack [11]. 

2.1.5. (Distribute) Denial of Service attack ((D)DOS) 

 

(D)DoS attacks concern 5.63% of the cases encountered. It is a 

typical attack in which the attacker tries to make the defender 

system services unavailable in order, mainly, to steal system 

information.  

In [38], Zhang et al. analyze the resilience of cyber-physical 

systems to DoS and define, first, an RL method able to obtain 

the defense and attack policies at the cyber layer, and second, a 

dynamical programming method to obtain the physical layer 

control strategy and judge whether a system is capable of 

protecting the underlying control system.  

 

Malialis et al. [16] propose Multiagent Router Throttling. This 

approach aims to defend the system against DDoS attacks and 

consists of a set of RL agents installed on multiple routers. The 

goal of these RL agents is to learn to rate-limit or throttle traffic 

towards a victim server. The particularity of this approach stays 

in the online learning process and in the incorporation of task 

decomposition, team rewards and a form of reward shaping. 

2.1.6. Botnet attack 

 

A botnet is a set of devices connected to the internet, 

compromised by an attacker, which act as a force multiplier to 

break into the defense system. Generally, botnets are performed 

in the context of distributed denial of service attacks, but their 

computing power may also be exploited (i) to send large 

volumes of spam, (ii) to steal large amounts of credentials, or 

(iii) to spy on persons and organizations. Botnet attacks are 

consequently addressed by the literature together with D(DoS) 

attacks. They represent 3.82% of the cases analyzed in this 

review. In [29], Venkatesan et al. observe the persistence of 

modern botnets when they operate in a stealthy manner over a 

long period of time. To reduce the lifetime of stealthy botnets 

and identify the maximum number of bots, the authors propose 

an RL-based solution to dynamically and optimally deploy a 

limited number of defensive mechanisms within the target 

network, including honeypots and network-based detectors. 

2.1.7. Ransomware attack. 

 

A ransomware attack consists of the attacker encrypting 

important business information stored on the victim's system, 

and to demand the payment of a ransom in exchange (i) for the 

data being decrypted and (ii) for the victim regaining access 

right [55] to the system. Hence, ransomware is often motivated 

by the gain of money usually transferred from the victim to the 

attacker by bitcoin. This type of attack only targets 2.41% of the 

cases. Existing ransomware detection approaches usually 

exploit machine learning, which needs large amounts of data to 

train the model, like the Domain Generational Algorithm 

(DGA), a method to quickly generate domains using a 

mathematical algorithm.  

 

DGA has been considered by Cheng et al. [4] as a relevant 

technology for detecting ransomwares. However, given the 

difficulty of getting enough data to train specific models in a 

short period of time, Cheng et al. have developed a new DGA 

generation model based on RL and the Long Short Time 

Memory (LSTM) models. First, LSTM aims to provide the 

advantage of being able to generate a lot of new data learnt from 

a short set of real DGA samples and second, RL aims to guide 

the LSTM generation model to be enhanced by evaluating its 

newly generated domain name. This development aims to create 

a specific DGA trained with little data without leading to the 

over-fitting of the detection model. [15] in the field of 

communication and networking, or [26] which focuses on 

systems in general and proposes a method which consists of 
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translating the system components and behavior into a multi-

objective Markov process. 

2.2. Recurrent network’s contribution to attacks 

 
Recurrent algorithms, by their nature, focus mainly on type 

attacks: phishing attack, domain generating algorithm, injection 

attack, and sybil attack while 

2.2.1. Phishing attack 

 
This attack consists of dissimulating oneself as a trustworthy 

person in an attempt to collect sensitive information from an end 

user. This attack represents 14.95% of the cases tackled with 

recurrent networks and consists of building four RNN models 

that only use URL's lexical features for identifying phishing 

attacks, like in [41]. In parallel, this research also proposes a set 

of visualization techniques to interpret the way RNN behaves 

internally to detect the phishing attempt. 

2.2.2. Domain Generating Algorithm 

 
A Domain Generating Algorithm (DGA) consists of a piece of 

code that provides malware with on-the-fly generated domain 

names. DGAs can be blocked using blacklists, but their coverage 

is widely deficient and inconsistent most of the time. In the light 

of artificial intelligence and machine learning, a DGA is 

examined as a classification issue [40]. DGAs represents 

43,12% of the cases tackled with recurrent networks. 

 

In Spaulding and Mohaisen [42], the DNS filtering system and 

system for network extraction (FENS) was developed and used 

CNN and LSTM for real-time classification together with 

blacklists. This system allows the prediction of malicious 

domain names that have never before been reported. 

 

In [43], it is suggested that LSTM DGA are potentially able to 

learn of much new data from a small number of real samples and 

it considers the association of reinforcement learning and LSTM 

with the specific objective of detecting ransomware attack 

threats (consisting of the attacker encrypting important business 

information stored on the victim’s system, and demanding the 

payment of a ransom in exchange for the data being decrypted).  

In a benchmarking model, [40] demonstrate that the 

classification of DGA has the best precision (with more than 

96%) of a CNN-LSTM model in comparison to a simple CNN 

or LSTM model, and [63] go a step further and incorporate 

attention mechanism [45] into the LSTM model in order to 

tackle the problem of long domain expression. The contribution 

of the attention mechanism is to focus on more important 

substrings. 

2.2.3. Injection attack 

 
The injection attack consists of an attacker supplying untrusted 

data to a software program and an interpreter processing this 

data as part of a command or query, which in the end alters the 

software execution. It represents 22.52% of the cases tackled 

with recurrent networks. Two examples of RLG contributions 

that protect the system against injection attacks are observed in 

the literature.  

 

First, Wang et al. [46], who propose an LSTM-RNN approach 

to predict temporal sequences in the field of Industrial Control 

Systems and second, Wang et al. [47], who propose a time-series 

state estimation method based on a deep RNN-LSTM network 

called PGDL (physics-guided deep learning). PGDL learns the 

temporal correlations among states by taking real-time 

measurements for inputs to the neural network, by outputting the 

new estimated states, and then by reconstructing measurements 

considering power system physics. 

2.2.4. Sybil attack 

 
In a Sybil attack, an attacker creates a large number of false 

identities and uses them to gain an overwhelming influence on 

the system and, the facto, on its reputation. This attack represents 

19.41% of the cases tackled with recurrent networks. Gao et al. 

[48] propose a three-step neural network built upon, first, a CNN 

for extracting lower features from the multi-dimensional input, 

second a bidirectional self-normalizing LSTM network (bi-SN-

LSTM) for extracting higher features from the feature map 

sequence generated, and third a classical dense layer and 

softmax classifier.  

 

In Huang et al. [49], the authors tackle the protection of IoT 

against Sybil-like attacks and propose an automatic modulation 

classification method based on a densely connected LSTM 

network. The method first extracts features from cyclic 

correntropy vectors using the signals it receives and then, uses 

the extracted CCV feature as an input to the LSTM and the dense 

network. 

3. Conclusions 

In this paper, we have systematically reviewed reinforcement 

learning and recurrent networks-based security literature in 

order to analyze their current and future contributions to 

ubiquitous network security. This analysis has more particularly 

focused on the malware and intrusion detection and, on the 

contribution of each type of algorithms to various attacks. After 

applying filters to the most relevant databases, 351 papers have 

appeared relevant for scrutiny and the most important 

contributions have been presented in the paper. The most 

important findings are that RL and recurrent networks-based 

contributions to network security have been increasing 

exponentially for the last two years. We observe that the two 

types of algorithms analyzed contribute differently to the state 

of the art. First, recurrent networks contribute more (79.64%) to 

malware detection than reinforcement learning (20.36%). 

Second, the contribution is very specific to each of the 

algorithms. Recurrent algorithms, by their nature, focus mainly 

on type attacks: phishing attack, domain generating algorithm, 

injection attack, and sybil attack while reinforcement learning 

algorithms focus on jamming attack, adversarial attack, 

eavesdropping attack, spoofing attack, (D)DOS attack, botnet 

attack and ransomware attack. From the state of the art, we 

observe that most contributions agree that future research will 

mainly consist of improving the true positive rate in IDS, as well 

as in the precision of biometric recognition. 

 

This paper is an extension of the paper presented in EUSPN 

2020 [53]. In [52], the analysis of the contribution of 

reinforcement learning to the cybersecurity has been extended to 

various security domains (e.g. attacker-defender game, policy 

elaboration [61], biometric authentication...) associated to 

various technology (e.g. IoT, autonomous vehicles, critical 

infrastructures).  
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