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Abstract 

Cyberphysical production systems are important parts of today’s manufacturing process. The ever-growing need of 

highly optimized, i.e. at the same time flexible and efficient systems, requires the use of not only appropriate machines, 

but as well a communication framework and data model that is manufacturer independent and scalable. This paper 

proposes a communication-framework based on OPC UA that employs an agent-based architecture. The proposed 

system has been implemented and tested in the Digital Factory of the UAS Technikum Wien. It shows promising 

behavior within distributed manufacturing systems. 
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1. Introduction 

The development of efficient and at the same time adaptive 

production systems is an important concern in industrial 

manufacturing [1]. The intention is to operate high-

performance, robust, flexible and adaptable production systems 

that are at the same time user-friendly, environmentally 

compatible and cost-effective.  From a business perspective the 

best possible combination of low cycle times and high 

throughput and utilization has to be achieved.  A critical 

success factor for an innovative manufacturing environment in 

this sense is the digitization and interconnectedness of systems, 

machines, tools, work pieces, products and product 

components: A flexible production requires a fast and dense 

information flow in order to adapt the system.  The 

communication of these system elements – cyberphysical 

systems (CPS) – is based on a large number of sensors that are 

exchanging messages via the internet, and the subsequent use 

of the retrieved sensor data for process adjustments [2]. 

However, the interoperability of the mentioned systems and 

components requires standardized protocols and interfaces and 

has to be based on a consistent data model. 

This article uses the example of a 'Digital Factory' (DF) [3] [4] 

of the University of Applied Sciences Technikum Wien (UAS 

Technikum Wien) to illustrate how theory-driven, abstract data 

structuring of cyberphysical production systems (CPPS) can 

support industrial practice, especially process flexibility. The 

technical equipment is extremely heterogeneous to demonstrate 

typical industry 4.0 settings.  For example, an assembly station 

consisting of traditional automation components provided by 

the company SMC is loaded by a Wittmann portal robot and 

subsequently delivers finished work pieces to a mobile robot.  

This requires the interaction of three different robot systems 

and corresponding system architectures.  Another use case is 

intelligent routing, in which either the transport robot, the 

product or the central factory planning software decides 

between the use of two alternative milling robots.  Again, 

communication between heterogeneous systems is needed.  

Accordingly, the objective of the present paper is to introduce 

an ontology-based integrated communication system based on 

the open platform communications unified architecture (OPC 

UA) protocol.  OPC UA has been chosen as it is a versatile 

industrial protocol with applications in different levels of the 

automation pyramid [5]. In addition to continuous and flexible 

data exchange, the system incorporates new production devices 

as soon as they are connected and integrates those systems into 

the manufacturing process.  This is accomplished with an 

agent-based approach [6] and the facilitation of OPC UA 

features such as the discovery service set. 

Our contribution is the combination of different existing 

approaches into a combined framework for the creation of 

easily extensible systems. The Digital Factory corresponds to 

realistic company scenarios to the extent that not only seven 

different manufacturers, but also different robot generations are 

used for production.  This enables a multitude of technical 

concepts and business models regarding production strategies 

and process planning implications (e.g., both, make-to-stock 

and make-to-order models can be represented).  The technical 

DF environment consists of fourteen industrial robots and three 

autonomous mobile robots.  The exemplary product to be 
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produced is an axle bearing collar.  The workflow is 

deliberately designed to be logistically sub-optimal in order to 

represent typical material flow restrictions caused by e.g., 

unfavorable building architectures or terrain profiles, which are 

the norm in companies.  Each robot performs defined 

production tasks and can be adapted to different tasks by 

quickly changing tools.  The autonomous transport vehicles use 

a variety of procedures (e.g. odometry, indoor GPS navigation) 

to perform their transport tasks efficiently and collision-free 

within the scope of the respective production strategy. 

Without a central 'communication data model', which on the 

one hand organizes the barrier-free data exchange between 

different production devices and on the other hand ensures that 

new machines can be integrated quickly and seamlessly, the 

adaptivity of a factory is limited to operative topics such as the 

above-mentioned tool change.  Similarly, flexibility in the 

integration of new products and product mix flexibility are 

limited or at least cause disproportionately high integration 

costs. 

Accordingly, this article illustrates how the contradiction 

between flexibility and efficiency of a production process, 

which can often be observed in conventional production 

scenarios, can be significantly mitigated by systematic 

ontology-based modeling, using the example of the 

development of a suchlike data model in the DF of the UAS 

Technikum Wien. 

The remainder of this paper is structured as follows: Section 2 

provides introductory considerations with regards to 

ontological modeling in heterogeneous manufacturing settings. 

Next, the developed data model is introduced and explained in-

depth (Section 3). After that, Section 4 discusses the needed 

considerations regarding the reliability of the production 

system.  Subsequently, Section 5 exemplarily clarifies, how the 

data model supports the application of technical solutions in 

order to improve the business logic and performance.  We 

conclude with further considerations as to how systematic data 

representation, and in particular ontology-based data modeling, 

enable the objective of efficient and resource-conscious, and at 

the same time flexible production even in unstable market 

fields that require a high degree of adaptability (Section 6). 

2. Definitions and related work 

Modern production systems (e.g., robots or computer 

numerical control (CNC) machines, here referred to as 'agents') 

must be capable to communicate with different and physically 

distributed systems and subsystems.  Manifold contextual 

circumstances are to be taken into account, e.g. the 

geographical system position, or necessary interfaces with 

contract manufacturers or suppliers.  This requires a holistic 

overall architecture of a CPS [7] and should be taken into 

account when designing and implementing agents.  Besides, 

the need for redundancies and fault tolerance of the production 

system needs to be incorporated [8]. [9] even implemented a 

smart factory where the designed ontology lets users generate a 

custom product and a reasoner derives the required process 

steps. 

These agents can be either closed systems such as a CNC 

machine, or another (subordinated) orchestrator, that is 

responsible for an entire subsystem (i.e., an agent).  Since the 

orchestrator and the agent provide the same interface, it is 

much easier to communicate the data in programming. For 

cross-system collaboration, an important concept is to abstract 

generic 'skills', i.e. capabilities that a system can offer, to the 

manufacturing process, from the specific technical system 

properties.  Accordingly, [1] depicts an architectural approach 

for an agent based CPPS. Newly installed technical 

components only have to inform the CPPS about their skills to 

be easily integrated into the production process.  In addition to 

the skill information, data on operation status (e.g., 

manufacturing progress, utilization, maintenance needs) and 

start/stop commands need to be exchanged. To match the skills 

offered by heterogeneous agents with production requirements, 

[10] propose the use of an ontology.  This enables generating 

the production plan.  In short, all agents have to register their 

skills, using the so-called 'skill tracker'.  A production order is 

sent to the system and is coordinated via the 'production 

tracker'.  The 'orchestrator' communicates with both, skill and 

production tracker in order to compile the scheduling of orders 

to agents with adequate skills and acceptable utilization status 

(also with regards to maintenance tasks).  The orchestrator 

represents an order interface that only communicates with the 

skill tracker and the production tracker, not directly with the 

system components. 

Comparable to [1], in the DF a collection of multiple agents 

provides different skills.  Here, the orchestrator in combination 

with the skill tracker corresponds to the 'plant agent' proposed 

in [1]. Similarly, the production tracker corresponds to the 

'coordination agent' in [1]. Similar to [11], who propose a 

communication architecture for CPPS, where the different 

applications are running on the same machine but in different 

containers to ensure process isolation and data integrity on a 

real-time operating system, also the DF has to serve flexibility 

requirements close to a real-time clock pulse. The chosen 

protocol, OPC UA is an industrial standard that provides a rich 

service set [5] and serves as a communication middleware for 

multi agent systems [12]. An aggregation server can be used 

for monitoring and integrating different information models 

[12][13][14]. 

An additional benefit is, that OPC UA can be easily 

incorporated into other software products like supervisory 

control and data acquisition systems (SCADA-Systems), 

manufacturing execution systems (MESs) and enterprise 

resource planning systems (ERP-Systems). This benefit has 

been examined in [15][16][17]. This so-called vertical 

integration is one of the goals of Industry 4.0 [18]. 

3. Communication- and data model 

Figure 1 shows the simplified communication architecture for 

the DF. An order is composed of a bill of material (BOM) and 

a bill of processes (BOP). The BOM contains the list of 

necessary parts, semi-finished goods and other components 

required for production. The BOP is a list of process steps to be 

executed to create the product. Figure 5 shows the entire 

implemented data model of the Digital Factory as a class 

diagram. Also, the information flow is mapped.
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Fig. 1. Simplified communication architecture of the agents in the CPPS with only one skill tracker and only one production tracker. 

 

 

The architectural approach is generic, insofar it allows for the 

application of various planning approaches: For instance, a 

scheduling algorithm could be implemented at different system 

levels – as well centralized (e.g., controlling the production 

tracker or the orchestrator) as de-centralized, (e.g., leaving the 

scheduling decisions to the negotiation of singular agents 

among each other).  Thus, the generic communication path by 

which the orchestrator handles an incoming order is an inquiry 

to the skill tracker whether the necessary capabilities are 

available in the production system.  The tracker responds with 

an adapted BOP in which the possible agent identifiers for each 

process step are enclosed.  In case there is no possible agent for 

a process step, the order cannot be processed.  Otherwise, it is 

forwarded to the production tracker. 

Figure 2 shows the relationship between the orchestrator and 

the agent. Both are derived from the same base class and 

provide basic functions for starting a process (execution), 

aborting the process, checking whether a process step is 

executable, and estimating the duration of a process step. In 

addition, the agent has a function to update the data of the 

underlying hardware. Important information required by each 

component are the pose of the repository, the system status, the 

elapsed time, the time until the next service interval, and the 

participant’s skill set. This information is visible to each 

participant in the network.  Moreover, each participant needs to 

know which discovery servers to register with. Discovery 

servers offer the possibility to manage a list of servers. These 

servers report periodically to their configured discovery 

servers. This means that only the address of a discovery server 

needs to be known to see all registered servers in the network, 

since all registered servers can be read out. Multiple discovery 

servers are one way to increase the reliability of the system. 

These considerations are explored in Section 4. 

 

 
Fig. 2. Detailed view of the relationship between the agent and the orchestrator. 

 

 

The pose captures a point and an orientation in three-

dimensional space.  In addition, a frame is specified.  Through 

the frame it is even possible to integrate different production 

lines (assuming that the physical transportation issue is 

solvable).  The derived classes need additional information.  

The agent needs to know the available functionality, the 

product information of the current product to be manufactured, 

and a reference to the actual hardware implementation. The 

product information includes the current OrderID, a universally 

unique identifier (UUID) type 4 for unambiguous identification 
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of orders, the start time of a production order and the expected 

end. The hardware implementation is an abstract base class 

from which each station must be derived. The orchestrator only 

requires the universal resource identifier (URI) of the 

associated skill tracker and production tracker of the 

monitoring subsystem. 

 

 
Fig. 3. Detailed view of the skill tracker and the production tracker. 

 

 

Figure 3 shows the most important auxiliary components in 

detail. The skill tracker regularly checks whether new 

participants are registered on the discovery servers.  From 

these, the skill sets are periodically queried and cached.  

Hence, the skill tracker offers two functions: One function is 

checking whether a current process step can be fulfilled.  The 

other function adds the addresses of all agents which can 

execute a process step to the original production plan.  The 

production tracker triggers the production start of a product, 

executes a status check to determine whether a manufacturing 

step has been finished, or the product is faulty.  Altogether, the 

production tracker is responsible for the coordination of the 

actual production and distributes the work orders to the stations 

that are not occupied or have a short waiting queue.  In 

addition to logging in which production stages the various 

products are, the production tracker also triggers the transport 

framework for transport between the stations. Additionally, the 

synchronization function communicates with other production 

trackers and exchanges information regarding the state of the 

production.  In the DF, the communication channels are still 

quite simple at this stage in order to later serve for different 

planning strategies at the business process level. 

 

 
Fig. 4. Detailed view of the currently implemented hardware. 

 

 

Figure 4 depicts the currently implemented hardware modules. 

Both transport classes require a network address to 

communicate over a proprietary protocol. Both transport 

mechanisms operate on the same principle. The source and 

target destination are queried and then the possibility of 

transport is evaluated. While the mobile robot can reach every 

station, it is much slower than the conventional transport with a 

conveyor belt. As the estimated completion time can be 

significantly different, this information needs to be considered 

in the scheduling process. The storage hardware keeps a list of 

the different queued orders. The storage unit is required to not 

only store finished products, but also semi-finished products. 

The printer class interacts with a fused deposit filament (FDF) 

printer. The required parameters for the current implementation 

have need of the network address of the printer, an application 

key and a job identifier. This is necessary since the current 

implementation interfaces are realized with a preexisting open 

source framework running on the printer. 
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Fig. 5. Communication data model of the agents. 
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4. Reliability-Considerations 

When designing a production system, it is important to 

consider the aspect of reliability. This concern is met with 

synchronization mechanisms in selected elements of the 

derived system. All participants work with a list of discovery 

servers. Therefore, the risk of a lost network is reduced. 

Multiple agents governing the same hardware are not planned. 

Additionally, the discovery servers register with each other. 

The 'production tracker' is fitted with a synchronization 

between different trackers. Now multiple production trackers 

are responsible in the network. Adding a new production order 

to one of the trackers makes it available on all trackers. The 

responsibility is moved to the tracker with the highest priority. 

If one of the trackers were to stop working, the tracker with the 

next highest priority takes over. Updates to the production list 

are fanned out to all other trackers. 

The 'skill tracker' can be started multiple times in the same 

network. As these trackers are only querying information from 

the agents or orchestrator, the additional trackers are ideal to 

decrease the risk of a network error and to distribute the 

information available. These simple modifications to the 

system are able to increase the reliability of the system. 

5. Application 

Currently the DF includes 15 different stations and is able to 

produce two different products. The first product, an axle 

bearing block, consists of four parts. The manufacturing 

process consists of seven steps and involves in total eight 

manufacturing devices. With regard to flexibility, the proposed 

communication data model allows for flexible scheduling. For 

instance, one of the available (and differently equipped) mobile 

robots has to pick up the pallet with the four parts from station 

1 at production start. Intelligent path planning now takes the 

product to the next working step: It is transported to a milling 

station (a Kuka 6-axis robot together with a Pocket NC milling 

machine or alternatively an ABB robot).  Subsequently, the 

pallet is brought to the assembly station, equipped with a portal 

robot from Wittmann and several actuators and sensors from 

SMC as well as a programmable logic controller from Siemens 

to assemble the four individual parts. 

The second product, an object with several components either 

3d printed or machined, consists of seven parts. Three of those 

components are created when they are demanded. The other 

parts are screws which are required to hold the components 

together. 

Further process steps (quality inspection, packing) are to 

follow. As meanwhile the mentioned data model helps to 

coordinate the process and to send the necessary commands for 

the steps, a flexible path or tool change has been enabled. 

Integration times for new or alternative machines could be 

remarkably reduced. Since this progress has only recently been 

implemented, analyses that quantify the time savings achieved 

are still pending. 

Additionally, all agents in the system can be integrated into a 

SCADA system.  To reduce the needed server URIs, an 

accompanying aggregating server is used.  The server queries 

the defined discovery servers and integrates all information 

points exposed by the registered servers. The aggregating 

server can be configured to allow not only supervisory access, 

but also direct control access. This aggregating server also 

reduces the complexity when subsystems need to be exposed 

from one network to another. Currently, the aggregating server 

exposes the state of the agents in the DF to a SCADA system 

in a different network. 

6. Conclusion 

With digitalization, networking is becoming increasingly 

important, so a higher-level data model is an advisable means 

to simplify, further automate and accelerate the information 

exchange between devices from different manufacturers. 

Besides, a precise and semantically rich process monitoring 

opens up attractive future options for use cases with regards to 

predictive maintenance, virtual or augmented reality and many 

other digital technology applications. Not only operational 

flexibility could be enhanced, but also the structure of the 

production process could achieve remarkable adaptivity 

enhancements: as soon as new tools and systems can be 

integrated seamlessly, the whole production topology could be 

re-organized within short notice. In the case of the DF, e.g., the 

milling robot could do physically different tasks, e.g., packing 

or loading. Similarly, the robot in station 1 (currently the 

interface to the receiving warehouse and production start) 

could execute other process steps, only limited by physical 

restrictions such as weight and working space. 

The proposed and implemented system connects different parts 

of already available components and combines them in a new 

way. The implementation of the communication framework has 

proven to work smoothly within the examined use case. We 

have shown, that the relatively simple framework is able to 

cope with a distributed manufacturing system. First steps 

regarding the evaluation have been started with the integration 

of additional hardware and a new product. The validation and 

evaluation of the implemented framework can be shown by 

integration of new agents and manufacturing of more products. 

The current inclusion of additive manufacturing techniques 

extends the flexibility of the production system. Even though 

the framework has been designed with reliability in mind, 

redundant hardware is still required. Further steps are the 

implementation of smarter planning procedures, such as 

flexible priority rules, and an adaptive split between central and 

de-central control paradigms. 
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