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Abstract 
In adverse environments where real-time communications are not always available, a delay 

tolerant network may be the only choice. A special type of delay tolerant network known as a 
``pigeon network'' utilizes controllable special purpose vehicles called  ``pigeons'' to convey 
messages among segregated areas. A challenging problem studied in this paper  is how to schedule a 
``pigeon'' to enter/leave a particular segregated area in an optimal way so that the average delay of 
messages is minimized. This problem falls in the range of server vacation queueing model. 
Unfortunately, the amount of work in the open literature that addresses the optimal scheduling 
(service discipline) problem is very limited, especially when bursty traffic is considered. Based on 
an analysis of a scenario with deterministic and Poisson arrivals, we propose an adaptive scheduling 
scheme that alternates the service disciplines according to the trend of message accumulation on the 
home/foreign host. This adaptive scheme shows good performance and flexibility in adjusting to the 
dynamics of bursty and non-bursty traffic. 
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1. Introduction 

Computer networks have found applications in more and more 
complex and diverse environments, including adverse ones that  
real-time communications are not always available. For 
example, when disasters such as earthquakes damage the 
communication infrastructure, a network becomes partitioned 
and it is hard to maintain real-time communications. A 
disruption/delay tolerant network (DTN) [1] is one of the 
effective technologies that support communications under these 
adverse environments.  
 
Pigeon networks [10], which borrows the ancient idea of 
employing pigeons as the communication tool, can be viewed 
as a special type of DTN that use special-purpose message 
carriers. Of course, the “pigeons” used here are not the real 

pigeons. Instead, they are vehicles that are equipped with much 
better moving ability and partial instant wireless 
communication ability. For instance, it can be an unmanned 
aviation vehicle or a robotic insect. Similar to a real-life pigeon, 
the ``pigeon'' in a pigeon network only serves its owner, which 
is denoted as its ``home host''. Correspondingly, the other 
nodes that are not the owner are denoted as ``foreign hosts'' 
with regard to this pigeon. In a pigeon network, the “pigeon” is 
used to convey messages between the home host and the 
foreign host.  
 
The main goal of this paper is to explore strategies to schedule 
the pigeon so that the average delay of messages generated on 
the home host and foreign host is minimized. If we view the 
time that the message carrier is away from the foreign host (for 
delivery) as a vacation, the problem presented in this paper can 
be modeled by a queue with server vacations. However, a main 
difference from the regular vacation model is that the “service” 
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of each message includes two stages: pickup and delivery. This 
makes the definition of delay also different. Optimization for 
this special vacation model essentially turns into finding the 
optimal service discipline, which has not been fully addressed 
in the literature, especially when the bursty traffic is 
considered. The main contributions of this paper include: (1) 
The development of analytic models that include bursty traffic; 
(2) An algorithm for scheduling message carriers according to 
the dynamic change of arrivals. This algorithm adapts to the 
dynamics of the traffic. It is easy to implement and can 
guarantee close-to-optimal performance for any practical 
situation, as it does not require any a priori knowledge about 
the distribution or average rate of arrivals.  
 
The main content of this paper begins with the introduction of 
related work in Section 2 and a description of the basic model 
in Section 3. To explore the optimal or suboptimal service 
discipline that can work well in an environment with dynamic 
traffic, analysis of basic arrival distributions such as the 
deterministic, Poisson, and periodic bursty distributions are 
presented in Section 4 and Section 5. The knowledge acquired 
about different service disciplines is then applied toward 
configuring an adaptive scheduling algorithm for general 
arrivals (Section 6). In this adaptive scheme, the instant that a 
trip ends (where service disciplines make a difference) is 
determined according to the trend of message accumulation on 
the home/foreign host. The numerical results show that it is 
superior to any monotonic scheme such as gated or exhaustive 
scheduling. 

2. Related Work 

2.1. Service disciplines in queueing model with server 
vacation 

 
Queues with server vacations have been widely studied since 
the 1970’s, e.g. work by Eisenberg [2], Levy and Yelichali [3], 
Fuhrmann and Cooper [4], and Doshi [5]. The main idea is that 
a server might need to be away from serving a queue for a 
certain time, either for taking a rest or serving other queues. 
The moment that a server begins and ends the service is 
determined by the service discipline employed. The main 
service disciplines studied include the exhaustive service 
discipline, the gated service discipline, and different kinds of 
threshold based, or limited-K service disciplines.  
 
For an exhaustive service discipline, the server keeps serving 
the queue till it becomes empty. With a gated service 
discipline, the server only serves tasks seen upon its return 
from a vacation. The limited-K service discipline is a variation 
of the exhaustive or gated service discipline in which the server 
will not serve more than K tasks in a single cycle. Although 
different service disciplines have been studied with the average 
delay of each task being the main focus for the vacation model, 
there is no discussion about which service discipline is the best. 
This is because each task is viewed as being finished after it is 
served, which leads to the fact that the exhaustive service 
discipline is considered the best policy to achieve the minimum 
average delay. When optimal service disciplines need to be 
considered, the study of these systems usually involve the 
optimal control of queues. 
 

2.2. Optimal control of queues 
 
The main objective of the optimal control of queues (actually it 
is accomplished through control of the server and arrivals) is to 
minimize the running cost of a queue. Among the different 
factors that are considered are: the delay that each task suffers, 
the length of time that a server can rest or be away serving 
another queue, and the cost to keep a dedicated server [6]. 
 
The control of the server is usually accomplished in two ways: 
one is to control when the server starts and ends a service 
cycle, another is to control the service rate or number of servers 
that can be used for a single queue [7]. The rule of starting or 
ending service is basically the definition of a service discipline 
such as the vacation model. The threshold-based policy, where 
the server turns on when there are at least K tasks in the queue 
and then serves until the queue empties, has been proven to be 
the optimal control policy for a number of different 
applications [8]. As an alternative to determining the optimal 
moment of the start of a service or departure for a vacation, the 
number of servers can be increased or decreased according to 
the arrival rate and the length of the queue [9].  
 
The main difference of our work is that the main objective of 
the optimization is the average delay that each message suffers. 
As we will demonstrate in this paper, the exhaustive service 
might not be the best for the pickup and delivery scenario 
(actually, for some cases, it might be the worst). The idea that a 
server will not start service until the queue reaches a certain 
length in order to improve the efficiency (see Zhou, Li and 
Burge [10]) is not considered here since it will incur higher 
delay when the traffic is bursty. 

2.3. Combined pickup and delivery 
 
Most work addressing server vacations assume the task is 
finished once it is served. The scenario we consider, however, 
requires the message carrier to pick up messages from the 
foreign host and deliver them to the home host. This is a 
combined pickup and delivery process. The work that 
resembles this scenario the most is that of Coffman and Gilbert 
[11], where they consider a queue and a cart. The tasks served 
are moved from the queue to a cart, which departs at an 
appropriate time to deliver all tasks accumulated in it. The 
main difference of our work is that we aim to provide a 
practical service discipline that works well for different 
arrivals other than just Poisson arrivals, especially bursty ones.  
 
Other work that also considers both pickup and delivery exist 
for delay tolerant networks [12], [13] and for the vehicular 
routing problem (VRP) [14], [15]. However, none of these 
consider the effect of the service discipline, as they usually do 
not consider the processing time of each task or message. 

3. Model Description 

As shown in Fig. 1, the pigeon travels at a constant speed, and 
it takes tr time to travel from the home host to the foreign host. 
The message carrier needs to pick up messages from the 
foreign host through a high-bandwidth wireless local area 
network (WLAN) interface during each trip. Messages are 
generated on the foreign host with average rate being λ� and the 
mean time spent on picking up each message is b. The time 
needed for the message carrier to transfer messages to the 
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home host is omitted as it can be in the format of unloading a 
disk, which takes very limited time. 

 
 

Fig. 1. System model 

4. Performance Study Under Non-bursty Traffic 

Work on non-bursty arrivals, especially Poisson arrivals, is 
mostly found in the literature on vacation models. In this 
section, it is shown that for the scenario studied in this paper, 
deterministic arrivals have a similar effect as Poisson arrivals, 
but the analysis is more tractable. 

4.1. Exhaustive service discipline 

4.1.1. Deterministic arrivals 
 

When an exhaustive service discipline is employed, the 
message carrier will leave for delivery only when no messages 
are left in the foreign host. Messages that arrive during the 
message carrier’s pickup process are also picked up. As shown 
in Fig. 2, a trip begins at the arrival of the message carrier to 
the foreign host and ends when it returns (from the home host.) 
Denote the total number of messages picked up on each trip as 
nE, and the time spent on pickup as 𝑛𝐸𝑏�. The messages picked 
up in each trip are generated during the last vacation time and 
the current pickup time, which is 𝑛𝐸𝑠̅ + 2𝑡𝑟 . Thus, nE  =
 λ�(nEs̅  +  2tr). Solving the equation, we obtain 
 

nE =
2λ�tr

1 − ρ
                                  (1) 

 

 
 
Fig. 2. Dynamic flow of cycles under the exhaustive service 
discipline 
 
As can be seen from Fig. 2, the time point for the message 
carrier’s departure during (k −1)th trip is between the arrival of 
two messages. With deterministic arrivals it is reasonable to 
estimate that the first message of the k-th trip arrives 1

2λ�
  later. 

Thus, the delay for the message at the head of each trip is 

𝑇�𝑒𝑎𝑑 = 2tr −
1
2λ�

+ 𝑛𝐸𝑏� + 𝑡𝑟 =  𝑛𝐸𝑏� + 3𝑡𝑟 −
1
2λ�

. The delay of 
i-th message in each trip is 𝑇�𝑒𝑎𝑑 −  (i − 1)/λ�. As a result, the 
average delay for all messages in a trip is 
 

TE��� =
∑ 𝑇�𝑒𝑎𝑑
nE
i=1 − (i − 1)/λ�

𝑛𝐸
=

2 − ρ
1 − ρ

tr         (2) 

4.1.2. Poisson arrivals 

The work by Coffman and Gilbert [11] about service and 
delivery using a cart is one of the few analytical papers on the 
subject of pickup and delivery. Under the assumption of 
Poisson arrivals, an analysis is given for several different 
service disciplines. The exhaustive service discipline studied in 
the vacation model corresponds to the never idle strategy in 
[11] with no lower threshold on the number of jobs to be 
picked up (m = 0). As presented in [11] (page 877), the average 
number of messages in the queue-cart system is 

 

n� =
2λ�𝑏� + λ�c(2)/c�

2(1 − λ�𝑏�)
+ 

λ�2𝑏(2)

2(1 − λ�𝑏�)2
          (3) 

 
The above formula can be applied to the scenario discussed in 
this paper. Here b is the time for the pickup of each message, 
and c corresponds to the time that the message carrier is away, 
which means c = 2tr. The second moments of b and c are 
denoted as b(2) and c(2). When the pickup time and the delivery 
time are both deterministic, 𝑏(2) = 𝑏�2 , and 𝑐(2) = 𝑐̅2 . Thus, 
equation (3) becomes 
 

n� =
λ�c�

2(1 − λ�𝑏�)
+ 

λ�𝑏�(2− λ�𝑏�)
2(1− λ�𝑏�)2

                           (4) 

 
Applying Little’s law, the average delay for each message 
before the start of delivery is  
n�
λ�

= c�
2(1−λ�𝑏�)

+ 𝑏
�(2−λ�𝑏�)
2(1−λ�𝑏�)2

. Considering the delivery time, which is 
tr (or say c/2), the average system delay can be obtained as: 
 

T� =
2 − ρ
1 − ρ

tr +  
𝑏�(2 − ρ)

2(1− ρ)2                                   (5) 

 
Compared to equation (2), which was derived for deterministic 
arrivals, the only difference is that there is an additional second 
term: 𝑏

�(2−ρ)
2(1−ρ)2

 . Since the average time for picking up a message 
𝑏� is normally much lower compared with the single travel time 
of a message carrier tr, this term is negligible only if ρ is not 
too close to 1. In other words, normally the results obtained for 
Poisson arrivals and deterministic arrivals do not make any 
obvious difference. This provides us a foundation for using 
deterministic arrivals, as it provides for an easier analysis. 
 
If the message lengths are exponentially distributed, the 
average delay of each message becomes: 
 

T� =
2 − ρ
1 − ρ

tr + 
b�

2(1 − ρ)2                            (6) 

 
which is even closer to the result obtained for the all 
deterministic distribution case (equation (2)). 
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4.2. Gated service discipline 

 

Fig. 3. Dynamic flow of cycles under the gated service discipline 
 
As shown in [10], where a gated service discipline is 
employed, the relation between the number of messages carried 
in two continuous trips can be expressed as:  
 

nj = λ�(nj−1s̅ + 2tr)                                    (7) 
 
For a stable system, the number of messages picked up at each 
trip converges to n*. As shown in [10],  
 

nj =
2λ�tr
1 − ρ

                                     (8) 

 
and the corresponding delay is 
 

TG��� = 2n∗s + 3tr −
n∗

2λ�
=

2 + ρ
1 − ρ

tr                    (9) 

 
For the case that the gated service discipline is employed and 
the arrival is Poisson, an analysis is unavailable for the pickup 
and delivery scenario. However, simulations using CSIM 
simulation tools [16] are conducted for comparison. The basic 
parameters used are: The foreign host is generating a video 
stream at 1Mbps, and the smallest segment of video must be at 
least 1 second long so that it is analyzable. This leads to the 
basic message size being 1M bits. The wireless LAN interface 
speed is 10Mbps. Thus, the time for picking up a message is b 
= 0.1. The travel time of the message carrier tr is equal to 600 
seconds. 
 
The average delay of each message under different loads is 
shown in Fig. 4. It can be seen that the results under Poisson 
arrivals match well with the deterministic arrival case for both 
exhaustive and gated service disciplines. 

4.1.3. Summary 
 
The exhaustive service discipline helps achieve lower average 
delay compared with the gated service for the non-bursty 
arrivals. The difference can be as much as 3 times. Actually, 
this is because the gated service discipline forces messages that 
arrive before the departure of the message carrier to wait until 
the next trip. Instead, with the exhaustive service discipline, 
those messages will be picked up in the current trip. It is also 

 
Fig. 4. Comparison of Poisson and deterministic arrival 
 
worth noting that Poisson arrivals do not make much difference 
from the deterministic arrivals since the pickup process is like 
batch processing and reduces the variance of the Poisson 
arrivals to a level that is close to deterministic arrivals. 

5. Performance Study Under Bursty Arrivals 

5.1. Simplified bursty arrivals 
 
For bursty arrivals, the arrival rates can be extremely high or 
very low during some periods. The distributions frequently 
used to describe the bursty traffic include the Modulated 
Markovian Poisson Process (MMPP) [18], the Correlated 
Hyper-Exponential Process, and the Interrupted Poisson 
Process (IPP). All these random processes are composed of two 
or more phases, with each phase generating Poisson traffic 
characterized by a different average value. For example, when 
two phases are used, one phase can be used to represent the 
peak period with a high arrival rate, and another phase for the 
valley period with a low arrival rate. For the special case that 
the arrival rate is equal to 0 in the valley period, it turns into an 
on/off model which is often modeled by an IPP. 

 
Fig 5. An ideal bursty traffic pattern 
 
To facilitate understanding of the behavior with bursty traffic, 
we start from the ideally periodic pattern shown in Fig. 5. 
There are clear peak and valley periods with the arrival rates 
being λpeak and λvalley respectively. Correspondingly, the length 
of the peak periods and the valley periods are denoted as tpeak 
and tvalley. To make sure the traffic can be dealt with by a 
message carrier, ρ = λ�𝑏� < 1. However, the arrival rate could 
be higher than the message carrier’s processing capacity during 
peak periods, which means ρpeak = λpeak𝑏� > 1 (the case that 
ρpeak < 1 is not considered in most analysis since it means the 
arrival is not bursty); while during a valley period, it is surely 
lower (ρvalley = λvalley𝑏� < 1).  
 
As shown by the study in the above Section, an exhaustive 
service is superior to the gated service for the case that the 
traffic is relatively steady (e.g. following a deterministic or 
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Poisson distribution). Will this be still true when the arrival is 
bursty? In this section we will provide some basic analysis and 
insights on what kind of service disciplines should be 
employed when there are obvious peak and valley periods. 
 
For the purpose of comparison, a lower bound of the average 
delay under the ideal case where the travel time is not 
considered is analyzed first. Since our main goal is to provide 
insight, only an approximate analysis for the case when peak 
traffic dominates is shown, although exact results are provided 
for the general cases in the numerical results. 

5.2. Ideal case - zero-delivery-time 

For the most ideal case, we assume that no time is needed for 
delivery (tr = 0), which means each message that is picked up is 
delivered immediately. As a result, this is a regular queueing 
problem with peak/valley arrivals.  
 
The total number of arrivals during the peak period is npeak = 
λpeaktpeak, and the total time needed to pickup (and deliver) 
those messages is 𝐧𝐩𝐞𝐚𝐤𝒃�  . The delay of the k-th message 

arriving in the peak period is 𝑻𝒌 = 𝒃� + (𝒌 − 𝟏) �𝒃� − 𝟏
𝝀𝒑𝒆𝒂𝒌

�, k 

= 1...npeak. For the deterministic arrival case, it can be derived 
that  

𝑇𝑝𝑒𝑎𝑘������� =
𝑇𝑛𝑝𝑒𝑎𝑘 + 𝑇1

2 = 𝑏� +
�𝑛𝑝𝑒𝑎𝑘 − 1� �𝑏� − 1

𝜆𝑝𝑒𝑎𝑘
�

2  

   ≈
(𝜆𝑝𝑒𝑎𝑘𝑏� − 1)𝑡𝑝𝑒𝑎𝑘

2 =
(𝜌𝑝𝑒𝑎𝑘 − 1)𝑡𝑝𝑒𝑎𝑘

2            (10) 

5.3. Exhaustive service 

When an exhaustive service discipline is employed, the 
message carrier starts picking up once it returns, and will 
continue until the queue becomes empty again. Thus, all 
messages that arrive during the peak period will be picked up 
in a single cycle (defined as a peak cycle). Although it also 
includes some of the messages that arrive in the valley period, 
this part is omitted considering the small number compared 
with the messages arriving during the peak period.  

The delay of the first message that is picked up is 
approximately 𝑻𝟏 = 𝒏𝒑𝒆𝒂𝒌𝒃� + 𝒕𝒓 , and for the last message 
generated at the peak period it is 𝑻𝒏𝒑𝒆𝒂𝒌 = 𝒏𝒑𝒆𝒂𝒌𝒃� + 𝒕𝒓 −

𝒏𝒑𝒆𝒂𝒌
λ𝒑𝒆𝒂𝒌

. 

Thus, the average delay for the messages in a peak cycle can be  
estimated as 

𝑇𝑝𝑒𝑎𝑘������� =
𝑇𝑛𝑝𝑒𝑎𝑘 + 𝑇1

2 = 𝑛𝑝𝑒𝑎𝑘𝑏� + 𝑡𝑟 −
𝑛𝑝𝑒𝑎𝑘

2λ𝑝𝑒𝑎𝑘
 

                        = 𝜌𝑝𝑒𝑎𝑘𝑡𝑝𝑒𝑎𝑘 −
𝑡𝑝𝑒𝑎𝑘
2

+ 𝑡𝑟             (11)  

It can be seen that when the number of messages arriving 
during the valley period is negligible compared to those that 
arrive during the peak period, the total delay is about twice 
compared with the zero-delivery-time case (equation (10)).  

5.4. Gated service 

With a gated service discipline, the number of messages carried 
in the current cycle are those that are generated during last 
cycle, thus there is an iterative relationship as shown in 

equation (7). For the messages arriving during a peak period, 
denote the number of messages carried in the j-th cycle as 
𝒏𝒋
𝒑𝒆𝒂𝒌 and the total time of this cycle as 𝒕𝒓𝒊𝒑𝒋

𝒑𝒆𝒂𝒌 . We have  

 
𝒏𝒋
𝒑𝒆𝒂𝒌 = λ𝒑𝒆𝒂𝒌𝒕𝒓𝒊𝒑𝒋−1

𝒑𝒆𝒂𝒌 = λ𝒑𝒆𝒂𝒌𝑏�𝒏𝒋−1
𝒑𝒆𝒂𝒌

+ 2λ𝒑𝒆𝒂𝒌𝑡𝑟  .                                               (12) 
𝒕𝒓𝒊𝒑𝒋

𝒑𝒆𝒂𝒌 = 𝒏𝒋
𝒑𝒆𝒂𝒌𝑏� + 2𝑡𝑟

= λ𝒑𝒆𝒂𝒌𝑏�𝒕𝒓𝒊𝒑𝒋−1
𝒑𝒆𝒂𝒌 + 2𝑡𝑟 .                      (13) 

 
The first part in equation (13) is the time spent on the pick-up 
in each trip, and the second part is the time spent on traveling 
by the message carrier. The summation of the total J trips 
needed for picking up messages should be equal to the time for 
picking up npeak messages. Thus, 

 

� λ𝑝𝑒𝑎𝑘

𝐽

𝑗=1

𝑡𝑟𝑖𝑝𝑗−1
𝑝𝑒𝑎𝑘𝑏� = 𝑛𝑝𝑒𝑎𝑘𝑏�.                                 (14) 

 
Approximating the relationship between neighboring trips by 
tripj = ρpeaktripj-1 (recall that 𝝆𝒑𝒆𝒂𝒌 = λ𝒑𝒆𝒂𝒌𝒃� ), after 
simplification the above equation becomes 

 
𝜌𝑝𝑒𝑎𝑘
𝐽 −1

𝜌𝑝𝑒𝑎𝑘−1
𝜌𝑝𝑒𝑎𝑘𝑡𝑟𝑖𝑝0 ≈ 𝜌𝑝𝑒𝑎𝑘𝑡𝑝𝑒𝑎𝑘,                 (15) 

 
in which trip0 is the time from the start of the peak period to 
the moment that the message carrier starts to pick up messages. 
The number of trips needed is  

 
𝐽 ≈ log𝜌𝑝𝑒𝑎𝑘 ��𝜌𝑝𝑒𝑎𝑘 − 1� 𝑡𝑝𝑒𝑎𝑘

𝑡𝑟𝑖𝑝0
+ 1�.          (16) 

 
For the case that 𝝆𝒑𝒆𝒂𝒌 ≫ 𝟏, J can be approximated as 

𝐽 ≈ log𝜌𝑝𝑒𝑎𝑘
𝑡𝑝𝑒𝑎𝑘
𝑡𝑟𝑖𝑝0

+ 1.        (17) 

 
Remarks 1:  
(1) The number of trips needed is inversely proportional to 

trip0. In reality, trip0 is usually greater than tr, which 
means the message carrier leaves the home host 
immediately after it knows the demands from the foreign 
host. If a message carrier waits some time before being 
deployed, fewer cycles will be needed, and it is more like 
the exhaustive service case.  

(2) To make sure the gated service is more suitable than the 
exhaustive service, the number of trips needed for 
carrying the messages in a peak period should be more 
than 1, which means J ≥ 2. After checking equation (17) it 
can be concluded that: 

tpeak ≥𝝆𝒑𝒆𝒂𝒌 trip0 (18) 
The average delay of messages arriving during a peak period 
under a gated service discipline can be computed as 

 

𝑇𝑝𝑒𝑎𝑘������� =
∑ 𝑛𝑗

𝑝𝑒𝑎𝑘𝑇𝚥
𝑝𝑒𝑎𝑘��������𝐽

𝑗−1

∑ 𝑛𝑗
𝑝𝑒𝑎𝑘𝐽

𝑗−1
 

=
∑ λ𝑝𝑒𝑎𝑘𝑡𝑟𝑖𝑝𝑗−1 �

𝑡𝑟𝑖𝑝𝑗−1
2 + 𝑡𝑟𝑖𝑝𝑗 − 𝑡𝑟�

𝐽
𝑗−1

∑ λ𝑝𝑒𝑎𝑘𝑡𝑟𝑖𝑝𝑗−1
𝐽
𝑗−1

  .        (19) 
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In the above equation, 𝑻𝒑𝒆𝒂𝒌������� = 𝒕𝒓𝒊𝒑𝒋−𝟏
𝟐

+ 𝒕𝒓𝒊𝒑𝒋 − 𝒕𝒓  is the 
average delay of messages picked up during the j-th trip. When 
the number of peak arrivals and λpeak is high, the travel time tr 
is negligible and can be omitted, thus the average delay can be 
simplified as  

𝑇𝑝𝑒𝑎𝑘������� =
�1

2 + 𝜌𝑝𝑒𝑎𝑘� �1 + 𝜌𝑝𝑒𝑎𝑘
𝐽 �

1 + 𝜌𝑝𝑒𝑎𝑘
𝑡𝑟𝑖𝑝0 

≈ 𝜌𝑝𝑒𝑎𝑘
𝐽 𝑡𝑟𝑖𝑝0.                                       (20) 

 
Using the expression about trip0 obtained through equation 
(15), the above equation becomes 

𝑇𝑝𝑒𝑎𝑘������� ≈
𝜌𝑝𝑒𝑎𝑘
𝐽+1

𝜌𝑝𝑒𝑎𝑘
𝐽+1 − 1

�𝜌𝑝𝑒𝑎𝑘 − 1�𝑡𝑝𝑒𝑎𝑘 

≈ �𝜌𝑝𝑒𝑎𝑘 − 1�𝑡𝑝𝑒𝑎𝑘  .                              (21) 
The gated service will usually lead to lower delay than the 
exhaustive service since there will be several trips instead of 
one. However, the difference might not be large when λpeak is 
high such that 𝝆𝒑𝒆𝒂𝒌 ≫ 𝟏. In this case the number of cycles 
(equation (17)) might be small. The delay (equation (21)) is 
(𝝆𝒑𝒆𝒂𝒌 − 𝟏)𝒕𝒑𝒆𝒂𝒌, which is very close to the value obtained by 
the exhaustive service discipline 𝝆𝒑𝒆𝒂𝒌𝒕𝒑𝒆𝒂𝒌 −

𝒕𝒑𝒆𝒂𝒌
𝟐

.  
 
The above analysis reveals the fact that the gated service might 
not be especially beneficial compared with the exhaustive 
service. To improve this situation, the number of messages in 
each peak cycle must be limited, which means the limited-K 
service discipline might be a better fit.  

5.5. Limited-K service 
 

With the limited-K service discipline applied, at most K 
messages can be picked up in each cycle. The number of cycles 
needed to deliver all messages in the peak period is 𝐶 = 𝑛𝑝𝑒𝑎𝑘

𝐾
. 

Suppose the message carrier arrives before K messages are 
accumulated. The first message in the first group needs to wait 
𝐾

λ𝑝𝑒𝑎𝑘
 before the start of a pickup process. Thus, the average 

delay for the first group is  
 

𝑇𝐺,1����� = 𝐾𝑏� + 2𝑡𝑟 +
𝐾

2λ𝑝𝑒𝑎𝑘
.             (22) 

The delivery time of each group generated during a peak period 
is 𝐾𝑏� + 2𝑡𝑟  later than the former group. However, it also 
arrives 𝐾

λ𝑝𝑒𝑎𝑘
 later than the former group. Thus, it can be 

expressed as 

𝑇𝐺,𝚥����� = 𝑇𝐺,𝚥−1 +����������� 𝐾𝑏� + 2𝑡𝑟 −
𝐾

λ𝑝𝑒𝑎𝑘
 .           (23) 

The average delay for each message can be derived as:  
 

𝑇𝒑𝒆𝒂𝒌������� =
𝜌𝑝𝑒𝑎𝑘 − 1

2 𝒕𝒑𝒆𝒂𝒌 + 𝑡𝑟 +
𝑛𝑝𝑒𝑎𝑘𝑡𝑟
𝐾 + 𝐾

2 + 𝜌𝑝𝑒𝑎𝑘
2λ𝑝𝑒𝑎𝑘

.  (24) 

The delay will be minimized when 
  

𝐾 = �
2λ𝑝𝑒𝑎𝑘2 𝒕𝒑𝒆𝒂𝒌𝑡𝑟

2 + λ𝑝𝑒𝑎𝑘𝑏�
 ,             (25) 

 
with the resulted delay being 

𝑇𝑝𝑒𝑎𝑘𝑚𝚤𝑛������� =
𝜌𝑝𝑒𝑎𝑘 − 1

2
𝒕𝒑𝒆𝒂𝒌 + �2�𝜌𝑝𝑒𝑎𝑘 + 2�𝒕𝒑𝒆𝒂𝒌𝑡𝑟 + 𝑡𝑟 

= ��
�2 + 𝜌𝑝𝑒𝑎𝑘�𝑡𝑝𝑒𝑎𝑘

2 + �𝑡𝑟�

2

−
3𝑡𝑝𝑒𝑎𝑘

2 ,          (26) 

If ��2+𝜌𝑝𝑒𝑎𝑘�𝒕𝒑𝒆𝒂𝒌
2

≫ √𝑡𝑟 , which means the time spent on 
picking up messages arriving during a peak period 
(𝜌𝑝𝑒𝑎𝑘𝒕𝒑𝒆𝒂𝒌 = λ𝑝𝑒𝑎𝑘𝒕𝒑𝒆𝒂𝒌𝑏� = 𝑛𝑝𝑒𝑎𝑘𝑏�) is much higher than the 
round trip time of the message carrier (2tr), the average delay 
of each message under this limited-K service discipline is close 
to the zero-delivery-time case (𝜌𝑝𝑒𝑎𝑘−1

2
𝒕𝒑𝒆𝒂𝒌 + 𝑡𝑟). 

5.6. Comparison of service disciplines under bursty arrivals 
 

The average delay of each message under different service 
disciplines is shown through numerical examples as in Fig. 6. 
The basic parameters used are the same as in Section IV: 
𝑏� = 0.1,𝑎𝑛𝑑 𝑡𝑟 = 600𝑠. The average arrival rate is 5 Mbps, 
which means λ� = 5 messages/sec. For simplicity, we assume 
that only one parameter is needed to determine the rate and 
length relations between the peak and valley period. That is, 
assume λ𝑝𝑒𝑎𝑘 = 𝑎λ� ,λ𝑣𝑎𝑙𝑙𝑒𝑦 = λ�

𝑎
, 𝑡𝑣𝑎𝑙𝑙𝑒𝑦 = 𝑎𝑡𝑝𝑒𝑎𝑘. This 

relation guarantees that the average arrival rate in the whole 
period is λ� irrespective of the change of parameter a. 

 
Fig. 6. Comparison under different peak loads (peak period = 
6000s). 
 
In Fig. 6, the length of the peak period is fixed at 6000 seconds. 
With the change of the system utilization at the peak period 
ρpeak, the average delay also varies. With high values of ρpeak, 
the gated service performs better than the exhaustive service. 
However, the benefit is not as obvious as the limited-K service, 
especially when the traffic is very bursty. Actually it can be 
observed that the average delay of each message under the 
limited-K service discipline is close to the zero delivery- time 
case, which is about half compared to the delay under the 
exhaustive service discipline. 
 
The above numerical results verify our analysis about different 
service disciplines. Although the above conclusion is made 
based on the study of periodic peak/valley arrivals, it can help 
provide heuristics for dealing with random arrivals with bursty 
characteristics. 

6. Dynamic Service Disciplines For General Arrivals 

Although Coffman and Gilbert [11] give analysis on exhaustive 
and different possible limited service disciplines, they could 
not provide a way to find the optimal service discipline. 
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Actually, they resort to simulations for searching a possibly 
optimal one. This means that the optimal service discipline in 
terms of achieving minimum average delay is hard to obtain, 
even for Poisson arrivals. In fact, the optimal service discipline 
is very sensitive to the parameters of the arrival distribution, 
which makes it more practical to find heuristic methods that 
can adapt well to real traffic with general arrivals. The resulting 
delay might not be the minimum, but should be close to 
optimal for most cases.  
 
There are at least two justifications for proposing an adaptive 
service discipline:  
(1) The messages are generated dynamically in the foreign 
host, and it is usually unrealistic for the message carrier to 
know the arrival distribution in advance. The service discipline 
should be flexible enough to deal well with both bursty and 
non-bursty arrivals;  
(2) Even for a bursty arrival pattern, there are periods that are 
non-bursty (valley periods) and it might be beneficial to use 
different service disciplines at peak and valley periods. 

6.1. Adaptive service discipline 
 
For the periodic arrivals studied above, a peak period is 
followed by a clearly separated valley period. The valley 
period is also long enough that it will not be combined into the 
next peak period. This clear separation is convenient for 
analysis as only a period need to be analyzed. When arrivals 
are random, some valley periods might be short, so they will be 
incorporated into a larger peak period by the message carrier. 
Due to the ambiguity of the border between the peak and valley 
periods, similar analytical methods become extremely difficult 
and we need to resort to heuristic methods. 
 
The heuristic methods we propose are based on the analysis 
presented in Section 4 and Section 5: the gated or limited-K 
service discipline should be used for dealing with bursty 
periods, and the exhaustive service has the advantage during 
non-bursty periods. Thus, a major task is to determine whether 
the arrivals occur during a bursty or non-bursty period, which 
can be only be judged by limited knowledge acquired through 
real-time measurement.  
 
To avoid frequent switching of service disciplines, the long 
term trend should play a more important role in judging the 
peak/valley periods. To this end, the change of the queue 
length upon the return of the message carrier is used as the 
judgment on the trend of change of the arrival process. When 
the arrival process is in its peak period, the messages will 
accumulate in the queue. This increasing accumulation can be 
detected by the message carrier with basic measuring abilities. 
For example, it can be detected by measuring the number of  
messages in the queue seen by a returning message carrier. If 
the number of messages in the queue upon a message carrier’s 
arrival is more than what was delivered in the last trip, it is an 
indication of a peak period, otherwise it indicates a valley 
period.  
 
A problem with this simple criteria is that it might be sensitive 
to the change of arrival rate. For instance, when nk < nk-1, an 
exhaustive service will be employed. If a burst arrives before 
the kth trip departs, the delay might be extremely high. To 
prevent this, an additional constraint can be added to ensure 
that the number of messages picked up using the exhaustive 
service will not surpass that of the former trip.  
 

The adaptive service discipline algorithm can be summarized 
as:  
 
Algorithm 1: Adaptive gated/exhaustive service discipline 
1. A message carrier measures the number of messages in the 
queue upon its return to the foreign host and the number of 
messages to be delivered upon its departure.  
2. If the number of messages in the queue is more than what 
was delivered in the last trip and the estimated peak period is 
longer than the initial trip time (equation (18)), a gated service 
discipline is employed; otherwise an exhaustive service is 
taken.  
3. When an exhaustive service is employed, the message 
carrier must depart when the queue is empty or has 
accumulated more messages than the last trip. 

6.2. Performance of the adaptive service discipline on 
random arrivals 
 
In scenarios such as a foreign host caused by an earthquake, the 
generation of messages, which are merged from different 
sensors distributively located, generally have strong spatial and 
temporal correlations. This kind of correlation is usually shown 
through bursty arrivals that last for some time. For instance, an 
additional small quake will trigger the sensors and monitors 
deployed in the affected area resulting in the generation of high 
speed data for a certain time (say half hour). Then most sensors 
go back to sleep, and the traffic rate will remain low until 
sensors are triggered by a new event.  
 
The application of the adaptive service discipline in such 
typical scenarios is shown in the following example.  
 
The arrival process is composed of peak segments and valley 
segments, where each segment has the same number of 
messages, but generated at peak or valley rates. The pseudo 
code for generating the messages is as follows: 
 
for(; ; ) 
if (prob() < 1/11)then 

for(i = 0; i < segment length; i++) 
hold(expntl(peak interarrival time)) 

else 
for(i = 0; i < segment length; i++) 

hold(expntl(valley interarrival time)) 
 
From the code it can be seen that 1/11 of total messages are 
generated at the valley period, and 10/11 of them are generated 
at the peak rate. The peak rate is 10 times of the average rate, 
and the valley rate is 1/10 of the average rate, which means the 
traffic mode is similar to what we used in Section V by setting 
a = 10. Correspondingly, the total length of the valley period is 
10 times that of the peak period. The average arrival rate is 
λ� = 𝟕, and all other parameters are same as in Section IV.  
 
To show the effectiveness of our adaptive service discipline, it 
is compared with both gated and exhaustive service disciplines 
through simulations as in Fig. 7. 
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Fig. 7  Comparison of different service disciplines. 
 
It can be seen that when the average duration of the peak 
arrival period is short (e.g. 50 seconds), the exhaustive service 
works the best. This is because the number of messages seen 
by a returned message carrier is relatively low and steady, 
which is similar to Poisson arrivals.  
 
When the duration of each peak arrival period is long (e.g. 
2500 seconds), the length of a single peak period goes up 
dramatically and makes the gated service much more favorable 
than the exhaustive service. The adaptive service discipline, 
although possibly not optimal, behaves always close to the 
optimal one. Thus, it is a good choice for the message carrier 
since the traffic rate and pattern are not known ahead of time. 
 
6.3. Adaptive limited service 
 
As shown above, the adaptive service using a combination of 
gated and exhaustive service can adapt to the change of peak 
and valley periods well. However, the gated service is not the 
best service for dealing with long bursty arrivals. Thus, an 
improved algorithm that uses the limited-K service in place of 
the gated service in the adaptive service discipline is shown 
below.  
 
Algorithm 2: Adaptive limited/exhaustive service discipline  
1. A message carrier measures the number of messages in the 
queue upon its return to the foreign host and the number of 
messages to be delivered upon its departure.  
2. If the number of messages in the queue is more than what 
was delivered in the last trip and the estimated peak period is 
longer than the initial trip time, a limited-K service discipline is 
employed; otherwise an exhaustive service is used. 
3. To compute the optimal K value, the average arrival rate 8 
during the last trip time is estimated: the number of new 
arrivals during the last cycle time divided by the length of the 
last cycle time. The optimal group size K is determined using 
equation (25). The length of peak period is estimated as the 
summation of continuous peak cycle times.  
4. When the queue size decreases during the pickup process, 
the limited-service continues until the queue size is reduced to 
a low level (e.g. < 2𝑡𝑟

𝑏�
).  

5. When an exhaustive service is used, the message carrier 
must depart either when the queue is empty or when the 
messages gathered is more than in last trip.  
 
Note that in this algorithm the value of K might change in each 
cycle since the estimated peak rate and peak period of each 
cycle might vary. When the queue size decreases during the 
pickup process, the peak period is assumed to be over, but the 
limited-K service still continues (till the queue size drops to a 

certain low level) with the estimated peak period unchanged. 
The comparison of this adaptive limited service discipline with 
the gated and the adaptive gated/exhaustive service is shown in 
Fig. 8. Obviously, when the bursts last long, the adaptive 
limited service discipline can achieve even lower delay than 
the gated service discipline.  

 
Fig. 8. Comparison of adaptive limited service discipline 
 
It is also worth noting that the estimations of the peak period 
and peak rate under a random arrival pattern are generally not 
that accurate, which makes the benefits of using the limited- K 
service not as obvious compared with a more deterministic 
arrival pattern used in Section 5. 
 

7. Conclusion 

We studied the scheduling of message carriers for message 
pickup and delivery in a pigeon network. When arrivals are 
non-bursty, the exhaustive service discipline is optimal. For the 
bursty case, analysis is provided for a basic periodic 
peak/valley arrival process, and we conclude that the gated and 
limited-K service disciplines are superior to the exhaustive 
service discipline.  
 
As a practical implementation, this paper introduces adaptive 
service disciplines that can change the service discipline 
according to the arrival process. The numerical results show 
that the proposed algorithms perform well under different 
traffic situations. This demonstrates that this kind of dynamic 
service discipline is a good option for scheduling the message 
carrier, especially when there is no a priori knowledge about 
the arrival process.  
 
For future work, optimal scheduling strategies can be explored 
when the deadlines of messages are considered or when 
multiple message carriers are available. 
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