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Abstract

In this paper, we study theoretically the natural convective boundary-layer flow of a nanofluid past a vertical plate. The model used for the nanofluid incorporates the effects of Brownian motion and thermophoresis. A similarity solution is developed. The similarity transformations are applied to reduce the governing partial differential equations to a set of nonlinear coupled ordinary differential equations in dimensionless form. A mathematical technique, namely the Differential Transform Method (DTM), is used to solve the nonlinear differential equations under appropriate boundary conditions, in the form of series with easily computable terms. Then, Padé approximants are applied to the solutions to increase the convergence of the given series. The combined DTM-Padé procedure is implemented directly without requiring linearization, discretization or perturbation. The solutions depend on a Lewis number ($Le$), a buoyancy-ratio number ($Nr$), a Brownian motion number ($Nb$), a thermophoresis number ($Nt$), as well as Prandtl number ($Pr$). Temperatures are shown to be enhanced with $Nb$, $Nr$ and $Nt$ increasing. Mass fraction function, $f$, is also reduced with increasing $Le$. The flow is accelerated with increasing $Pr$. The computations also indicate that the reduced Nusselt number is a decreasing function of each of $Nr$, $Nb$ and $Nt$. Excellent correlation is also achieved between the DTM-Padé results and numerical shooting quadrature. The model has important applications in heat transfer enhancement in renewable energy systems and industrial thermal management.
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1. Introduction

The relatively poor heat transfer properties of common fluids (e.g. water, mineral oil and ethylene glycol arising in power generation, chemical processes and microelectronics, to name a few areas) compared to most solids is a major obstacle to the high compactness and effectiveness of heat exchangers. Nanofluids provide a significant improvement in the heat transfer properties of working fluids and hold immense potential in, for example, modern industrial energy processes and advanced nuclear systems as elaborated by Buongiorno and Hu [1]. The term “nanofluid” refers to a liquid containing a suspension of submicron solid particles (nanoparticles) and was introduced by Choi [2]. The characteristic feature of nanofluids is thermal conductivity enhancement, a phenomenon observed by Masuda et al. [3]. Compared to suspended particles of millimeter-or-micrometer dimensions, nanofluids exhibit greater stability and rheological properties, dramatically higher thermal conductivities, and no penalty in pressure drop. Nanofluids are solid-liquid composite materials consisting of solid nanoparticles or nanofibers with sizes typically of 1-100 nm suspended in liquid. A small amount (<1% volume fraction) of Cu nanoparticles or carbon nanotubes dispersed in ethylene glycol or oil is reported to increase the inherently poor thermal conductivity of the liquid by 40% and 150%, respectively [4, 5]. Conventional particle-liquid suspensions require high concentrations (>10%) of particles to achieve such enhancement. However, problems of rheology and stability are amplified at high concentrations, precluding the widespread use of conventional slurries as heat transfer fluids. In some cases, the observed enhancement in thermal conductivity of nanofluids is orders of magnitude larger than predicted by well-established theories. A comprehensive survey of convective transport in nanofluids was made by Buongiorno [6], who developed a new model based on the mechanics of the nanoparticle base-fluid relative
velocity, indicating that the nanoparticle absolute velocity can be viewed as the sum of the base fluid velocity and a relative velocity (termed “slip velocity”). This study has shown that the key phenomena dictating nanofluid thermal enhancement are Brownian diffusion and thermophoresis phenomena which are dominant contributors to heat transfer enhancement in nanofluids. Xuan and Li [7] presented an experimental study of convective heat transfer and flow features of the nanofluid in a tube, elucidating the influence of such factors as the volume fraction of suspended nanoparticles and the Reynolds number on the heat transfer and flow features and developing a novel convective heat transfer correlation for nanofluids. Boundary layer flows of nanofluids have also received some attention recently. Bachok et al. [8] studied numerically the steady boundary-layer flow of a nanofluid past a moving semi-infinite flat plate in a uniform free stream with the plate able to translate in the same or opposite directions to the free stream. Khan and Pop [9] studied laminar boundary layer convection flow from a stretching flat surface in a nanofluid, showing that the reduced flow problem is a non-trivial semi-analytic long function of higher Prandtl number and a decreasing function of lower Prandtl number for each Lewis number. Brownian motion number or thermophoretic number. Nield and Kuznetsov [10] studied the free convection boundary layer flow in a nanofluid-saturated porous medium. Ahmad and Pop [11] examined the mixed convection nanofluid boundary layers along a vertical plane surface in a porous regime, for the case of different types of nanoparticles such as Cu (copper), Al2O3 (aluminium) and TiO2 (titanium). In the present article we re-visit the nanofluid Pohlhausen-Kuiken-Bejan boundary layer problem using the model of Buongiorno [6], as first analyzed by Kuznetsov and Nield [12] who obtained a numerical solution. Owing to inherent nonlinearity in the reduced differential equations, no analytical solution is tractable and the nonlinear equations are invariably solved numerically subject to boundary conditions, one of which is prescribed at infinity. However with the rapid advancement of symbolic computation software such as MATHEMATICA, MATLAB etc, approximate analytic methods for nonlinear problems have been adopted by many researchers. Among these are the Homotopy Perturbation Method (HPM) [15] and Homotopy Analysis Method (HAM) [14]. Some of these methods use specific transformations in order to reduce the equations into simpler ones or system of equations and others yield the solution in a series form that converges to the accurate solution. A robust semi-exact method which avoids the necessity for “small parameters” is the Differential Transform Method (DTM). The concept of DTM was first introduced by Zhou [13] for the solution of linear and non-linear initial value problems in electrical circuit theory applications. Chen and Ho [16] developed this method for partial differential equations. Ayaz [17] used DTM to study systems of differential equations. DTM is utilized as a very powerful semi-analytical tool for engineering mechanics problems [18] and yields an analytical solution in the form of a polynomial. It is different from the traditional higher order Taylor series method. The traditional high order Taylor series method requires symbolic computation and is therefore a computationally intensive and expensive for large orders. Contrary to this, DTM obtains a polynomial series solution by means of an iterative procedure. DTM is therefore an alternative procedure for obtaining analytic Taylor series solution of the differential equations. With this method, it is possible to obtain highly accurate results or exact solutions for differential equations. In recent years, DTM has been successfully employed to solve many types of nonlinear problems in engineering science and applied physics including buckling of carbon nanotubes [19], water wave hydrodynamics [20], entropy generation in spinning disk flows [21], thermal design of fins [22], electrostatic imaging [23], diffusion-wave mechanics [24], thermal conduction [25], structural dynamics [26] and quantum mechanics [27]. All of these successful applications have rigorously verified the validity, effectiveness and flexibility of DTM. DTM method constructs for differential equations an analytical solution in the form of a power series. Furthermore, power series are frequently inadequate for large values of say a space variable , as . It is now well known that Padé approximants [28, 29] have the advantage of manipulating the polynomial approximation into rational functions of polynomials. It is therefore essential to combination of the series solution, obtained by the DTM with the Padé approximant to provide an effective tool to handle boundary value problems at infinite domains. The first successful application of DTM to the boundary-layer flow equations was presented by Rashidi and Domairry [30]. Rashidi and Erfani [31] also demonstrated the applicability of DTM to thermal boundary-layer flow over a flat plate with convective surface boundary conditions. Herein, we generate a similarity model for free convection boundary-layer flow of a nanofluid past a vertical surface and implement the DTM method to obtain solutions for the transformed boundary layer problem.

2. Mathematical Model

Following Kuznetsov and Nield [12], we consider two-dimensional, steady, free convection boundary layer flow from a vertical surface, in an (x-y) coordinate system. The x-axis is aligned vertically upwards and the plate is located at \( y = 0 \). At this boundary the temperature \( T \) and the nanoparticle fraction \( \phi \) take constant values \( T_w \) and \( \phi_w \), respectively. The ambient values, attained as \( y \) tends to infinity, of \( T \) and \( \phi \) are denoted by \( T_{\infty} \) and \( \phi_{\infty} \), respectively. The Oberbeck–Boussinesq approximation is employed. The vectorial form of the conservation equations i.e. mass, momentum, thermal energy, and nanoparticles, respectively, in terms of the field variables (velocity \( \mathbf{v} \), the temperature \( T \) and the nanoparticle volume fraction \( \phi \) is:

\[
\nabla \cdot \rho \mathbf{v} = 0, \\
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = -\nabla p + \rho \mathbf{g} + \left[ \phi \rho_r \nabla \phi + (1 - \phi) \rho \rho_r (1 - \rho g - T_0) g \right], \\
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = -\kappa \nabla^2 T + (\rho \mathbf{v}) [D_v \nabla \phi + (D_r / T_v) \nabla T], \\
\frac{\partial \phi}{\partial y} = D_v \nabla^2 \phi + (D_r / T_v) \nabla T, \\
\rho \rho_r \mathbf{g} = (\mathbf{u}, \mathbf{v}),
\]

where \( \rho_r \) is the density of the base fluid and \( \mu, k, \beta \) are respectively, the density, viscosity, thermal conductivity and volumetric volume expansion coefficient of the nanofluid, while \( \rho_p \) is the density of the particles, \( \mathbf{v} = (\mathbf{u}, \mathbf{v}) \), and gravitational acceleration is denoted by \( g \). The coefficients that appear in Eqs. (3) and (4) are the Brownian diffusion coefficient \( (D_B) \) and the thermophoretic diffusion coefficient \( (D_T) \). Details of the derivation of Eqs. (3) and (4) are given in the papers by Buongiorno [6] and Nield and Kuznetsov [32] and Kuznetsov and Nield [33]. The boundary conditions are prescribed as follows:

\[
\begin{align*}
u = 0, & \quad \mathbf{v} = 0, & \quad T = T_w, & \quad \phi = \phi_w & \text{at} & \quad y = 0, \\
u = 0, & \quad T \rightarrow T_{\infty}, & \quad \phi \rightarrow \phi_{\infty} & \text{as} & \quad y \rightarrow \infty.
\end{align*}
\]
In consistency with the Oberbeck–Boussinesq approximation and an assumption that the nanoparticle concentration is dilute, and with a suitable choice for the reference pressure, the momentum equation (2) may be linearized and written as follows [12]:

\[ \rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) - \nabla p + \mathbf{f} = \rho_0 \mathbf{g} \left[ \left( \rho_0 - \rho_1 \right) \nabla \theta + \left( \rho_0 - \rho_2 \right) \nabla \phi \right] \]

Employing the standard boundary-layer approximation, based on a scale analysis, the governing equations take the form:

\[ \frac{\partial \phi}{\partial t} + \mathbf{v} \cdot \nabla \phi = \beta \nabla^2 \phi + \frac{\partial^2 \phi}{\partial y^2} \]

\[ \frac{\partial T}{\partial t} + \mathbf{v} \cdot \nabla T = \frac{\partial^2 T}{\partial y^2} \]

where:

\[ \beta = \frac{\mathbf{v}}{\mathbf{D}} \] (14)

so that Eq. (8) is satisfied identically. The flow is then described with the following three equations:

\[ \frac{\partial \phi}{\partial t} + \mathbf{v} \cdot \nabla \phi = D_s \frac{\partial^2 \phi}{\partial y^2} \]

\[ \frac{\partial T}{\partial t} + \mathbf{v} \cdot \nabla T = \frac{\partial^2 T}{\partial y^2} \]

In deriving Eq. (15), an integration with respect to \( y \) has been performed, and use has been made of the boundary conditions at infinity. Here \( V = \mu / \rho_f \). We now introduce the local Rayleigh number \( Ra_x \) defined by:

\[ Ra_x = \frac{(1 - \phi) g \beta e (T_w - T_\infty) \nu^3}{\kappa \phi} \] (18)

and the similarity variable

\[ \eta = \frac{x}{\sqrt{Ra_x}} \] (19)

The majority of industrial nanofluids [4, 5] possess high Lewis numbers; as such we restrict attention to the case of \( Le > 1 \).

In the regime studied the dominant driving force is due to heat transfer (and not mass transfer) which implies that the buoyancy-gradient number \( Nr \) defined by Eq. (25) below is much smaller than unity and the Lewis number \( Le \) defined by Eq. (28) is much greater than unity.

Proceeding with the analysis, the following dimensionless variables \( S, \theta, \) and \( f \) are introduced:

\[ S' = \frac{y}{\sqrt{Ra_x}}, \quad \theta' = \frac{T - T_\infty}{T_w - T_\infty}, \quad f' = \frac{\phi - \phi_w}{\phi - \phi_w} \] (20)

Implementing these variables in Eqs. (15–17), readily yields the following ordinary differential equations:

\[ S''' + \frac{3}{4 \Pr} S''' - 2 S'' + \theta - \theta' = 0 \]

\[ f''' + \frac{3}{4 \Le} S f''' + \frac{Nt}{Nb} \theta'' = 0 \]

where the five thermophysical parameters are defined as, in [12] by:

\[ Pr = \frac{\nu}{\alpha} \]

\[ Nf = \left( \frac{\rho_0 - \rho_2}{\rho_0 - \rho_1} \right) \left( \frac{\phi_w}{\phi - \phi_w} \right) \]

\[ Nb = \left( \frac{\phi_w}{\phi_w} \right) \left( \frac{\phi_w}{\phi - \phi_w} \right) \]

\[ Nt = \left( \frac{\phi_w}{\phi_w} \right) \left( \frac{\phi_w}{\phi - \phi_w} \right) \]

\[ Le = \frac{\alpha}{D_s} \] (28)

Here \( Nr, Nb, Nt, Le \) denote a buoyancy ratio, a Brownian motion parameter, a thermophoresis parameter, and a Lewis number, respectively. The transformed two-point boundary value problem is highly nonlinear and coupled. The appropriate transformed boundary conditions are:

\[ At \rightarrow \eta = 0: \quad S = 0, \quad S' = 1, \quad \theta = 1, \quad f = 1 \]

\[ As \rightarrow \infty: \quad S' = 0, \quad \theta = 0, \quad f = 0 \] (29)

When \( Nr, Nb, Nt \) vanish are all zero, Eqs. (21) and (22) involve just two dependent variables, namely \( S \) and \( \theta \), and the boundary-value problem for these two variables reduces to the classical Pohlhausen–Kuiken–Bejan problem. Of relevance to thermal engineering design (since we are primarily interested in heat transfer enhancement) is the Nusselt number, \( Nu \) which is formulated as:

\[ Nu = \frac{q'' x}{k (T_w - T_\infty)} \] (31)

where \( q'' \) is the wall heat flux. In the present context \( Nu[Ra_x]^{1/2} \) (referred to as the reduced Nusselt number and denote by \( Nu_r \)) is represented by \(-\theta'(0)\).

3. Differential Transform Method (DTM) Analysis

Consider a function \( u(x) \) which is analytic in a domain \( T \) and let \( X = X_0 \) represent any point in \( T \). The function \( u(x) \) is then represented by a power series whose centre is located at \( X_0 \). The differential transform of the function \( u(x) \) is given by:

\[ U(k) = \frac{1}{k!} \frac{d^k u(k)}{dx^k} \mid_{x=x_0} \] (32)

where \( u(x) \) is the original function and \( U(k) \) is the transformed function. The inverse transformation is defined as follows:

\[ u(x) = \sum_{k=0}^{\infty} \left( x - x_0 \right)^k U(k) \] (33)

Inspection of Eq. (33), indicates that the concept of differential transform is derived from Taylor series expansion. However, this method does not evaluate the derivatives symbolically. In
actual applications, the function \( u(x) \) is expressed by a finite series and Eq. (32) can be rewritten as follows:

\[
u(x) \equiv \sum_{k=0}^{m} (x - x_0)^k U(k).
\]

which means that \( u(x) = \sum_{k=m+1}^{\infty} (x - x_0)^k U_k(k) \) is negligibly small. Usually, the value of \( m \) is decided by convergence of the series coefficients. The operations for the one-dimensional differential transform method are provided in Table 1. Further details are provided in [30, 31].

4. Padé Approximants

Suppose that we are given a power series \( \sum_{j=0}^{\infty} a_j x^j \), representing a function \( f(x) \), such that:

\[
f(x) = \sum_{j=0}^{\infty} a_j x^j.
\]

The Padé approximant is a rational fraction and the notation for such a Padé approximant is [25, 26]

\[
[L, M] = \frac{P_L(x)}{Q_M(x)},
\]

where \( P_L(x) \) is a polynomial of degree at most \( L \) and \( Q_M(x) \) is a polynomial of degree at most \( M \). We have

\[
f(x) = a_0 + a_1 x + a_2 x^2 + a_3 x^3 + a_4 x^4 + \ldots,
\]

\[
P_L(x) = p_0 + p_1 x + p_2 x^2 + p_3 x^3 + \ldots + p_L x^L,
\]

\[
Q_M(x) = q_0 + q_2 x^2 + q_3 x^3 + q_4 x^4 + q_5 x^5 + \ldots + q_M x^M.
\]

We highlight that in Eq. (36) there are \( L+1 \) numerator coefficients and \( M+1 \) denominator coefficients. Since we can clearly multiply the numerator and denominator by a constant and leave \([L, M]\) unchanged, we impose the normalization condition:

\[
Q_M(0) = 1.
\]

So there are \( L+1 \) independent numerator coefficients and \( M \) independent denominator coefficients, making \( L + M + 1 \) unknown coefficients in all. This number suggests that normally the \([L, M]\) ought to fit the power series Eq. (35) through the orders \( 1, x, x^2, \ldots, x^{L+M} \).

Using the conclusion given in [25, 26], we know that the \([L, M]\) approximant is uniquely determined. In the notation of formal power series:

\[
\sum_{j=0}^{\infty} a_j x^j = \frac{p_0 + p_1 x + p_2 x^2 + \ldots + p_L x^L}{q_0 + q_2 x^2 + q_3 x^3 + \ldots + q_M x^M + O(x^{L+M+1})}.
\]

By cross-multiplying Eq. (41), we find that

\[
(a_0 + a_1 x + a_2 x^2 + \ldots + (k+1) q_k x^k + q_{k+1} x^{k+1} + \ldots + q_M x^M) = p_0 + p_1 x + p_2 x^2 + \ldots + p_L x^L + O(x^{L+M+1}).
\]

From Eq. (42), one can obtained the set of equations

<table>
<thead>
<tr>
<th>( a_0 )</th>
<th>( p_0 )</th>
<th>( a_1 )</th>
<th>( a_1d_1 )</th>
<th>( p_1 )</th>
<th>( \ldots )</th>
<th>( a_{L-1} )</th>
<th>( a_{L-1}d_{L-1} )</th>
<th>( p_{L-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_0 )</td>
<td>( p_0 )</td>
<td>( a_1d_2 )</td>
<td>( a_2d_2 )</td>
<td>( p_2 )</td>
<td>( \ldots )</td>
<td>( a_{L-1}d_L )</td>
<td>( a_L )</td>
<td>( p_L )</td>
</tr>
<tr>
<td>( d_L )</td>
<td>( a_{L+1}d_1 )</td>
<td>( a_{L+1}d_2 )</td>
<td>( \ldots )</td>
<td>( a_{L+1}d_{L-1} )</td>
<td>( a_{L+1}d_L )</td>
<td>( p_{L+1} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and

\[
a_{L+1} + a_L q_1 + \ldots + a_L-M q_M = 0,
\]

\[
a_{L+2} + a_L+1 q_1 + \ldots + a_L+1-M q_M = 0,
\]

\[
\vdots
\]

\[
a_{L+M} + a_L+M q_1 + \ldots + a_L+M q_M = 0.
\]

Where \( a_n = 0 \) for \( n < 0 \) and \( q_j = 0 \) for \( j > M \).

If Eqs. (43) and (44) are nonsingular, then we can solve them directly

\[
\begin{bmatrix}
  a_{L+1} & a_{L+1} & \cdots & 0 \\
  0 & a_{L+2} & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & a_{L+M}
\end{bmatrix}
\]

\[
\begin{bmatrix}
  a_{L+1} & a_{L+1} & \cdots & 0 \\
  0 & a_{L+2} & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & a_{L+M}
\end{bmatrix}
\]

\[
\begin{bmatrix}
  a_{L+1} & a_{L+1} & \cdots & 0 \\
  0 & a_{L+2} & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & a_{L+M}
\end{bmatrix}
\]

If the lower index on a sum exceeds the upper, the sum is replaced by zero. Alternate forms are

\[
[L, M] = \frac{\sum_{j=0}^{L-2} a_j x^j + x^{L-1} + x^{L+1} \cdots + x^{L+M}}{\sum_{j=0}^{M-2} q_j x^j + x^{M-1} \cdots + x^{L+M}}
\]

\[
[L, M] = \frac{\sum_{j=0}^{L-2} a_j x^j + x^{L-1} + x^{L+1} \cdots + x^{L+M}}{\sum_{j=0}^{M-2} q_j x^j + x^{M-1} \cdots + x^{L+M}}
\]

\[
[L, M] = \frac{\sum_{j=0}^{L-2} a_j x^j + x^{L-1} + x^{L+1} \cdots + x^{L+M}}{\sum_{j=0}^{M-2} q_j x^j + x^{M-1} \cdots + x^{L+M}}
\]

\[
[L, M] = \frac{\sum_{j=0}^{L-2} a_j x^j + x^{L-1} + x^{L+1} \cdots + x^{L+M}}{\sum_{j=0}^{M-2} q_j x^j + x^{M-1} \cdots + x^{L+M}}
\]

\[
[L, M] = \frac{\sum_{j=0}^{L-2} a_j x^j + x^{L-1} + x^{L+1} \cdots + x^{L+M}}{\sum_{j=0}^{M-2} q_j x^j + x^{M-1} \cdots + x^{L+M}}
\]

\[
[L, M] = \frac{\sum_{j=0}^{L-2} a_j x^j + x^{L-1} + x^{L+1} \cdots + x^{L+M}}{\sum_{j=0}^{M-2} q_j x^j + x^{M-1} \cdots + x^{L+M}}
\]

The construction of \([L, M]\) approximants involves only algebraic operations [25, 26]. Each choice of \( L \), degree of the numerator and \( M \), degree of the denominator, leads to an approximant. The major difficulty in applying the technique is how to direct the choice in order to obtain the best approximant. This needs the use of a criterion for the choice depending on the shape of the solution. We construct the approximants using Mathematica software in the following sections. More importantly, the diagonal approximant is the most accurate approximant; therefore we will construct only the diagonal approximants in the following discussions.

5. Analytical Approximations by the DTM–Padé Technique

The fundamental mathematical operations performed by DTM are listed in Table 1. Taking the differential transform of Eqs. (24) and (25), we obtain:

\[
(i + 1)(i + 2)(i + 3)S[i + 3] = N r F[i] - 0|_{i} + \ldots + 2(1/(4P_1)) \sum_{i=0}^{\infty} (\sum_{k=0}^{i+1}(k+1)+1)S[i+1-k]\]

\[
3(1/(4P_1)) \sum_{i=0}^{\infty} (\sum_{k=0}^{i+1}(k+1)+1)S[i+1-k]
\]
\[(i + 1)(i + 2)\delta[i + 2] = -3/4 \sum_{k=0}^{\infty} (S[k][3][i + 1] - k) \delta[i + 1 - k])
\]
\[= N \sum_{k=0}^{\infty} (\delta[k+1] + 1)(k+1 + 1) \delta[i + 1 - k])
\]
\[= Nb \sum_{k=0}^{\infty} (\delta[k+1] + 5)(k+5 + 1) \delta[i + 1 - k])
\]

\[(i + 1)(i + 2)F[i + 2] = -3/4Le \sum_{k=0}^{\infty} (S[k][6][i + 1] - k) \delta[i + 1 - k])
\]
\[= (N/Nb) \delta[i + 2][i + 1] (i + 2) + 2) \delta[i + 2][i + 2)
\]

where \(S(i), \Theta(i)\) and \(F(k)\) are the differential transform of \(S(\eta), \Theta(\eta)\) and \(f(\eta)\) respectively. The transform of the boundary conditions are:

\[S[0]=0, \quad S[1]=0, \quad S[2]=\Delta_2, \quad \Theta[0]=1, \quad \Theta[1]=\Delta_3, \quad F[0]=1, \quad F[1]=\Delta_4,
\]

where \(\Delta_1, \Delta_2, \Delta_3\) and \(\Delta_4\) are constants that are computed from the boundary condition. For computing their values, the problem is solved with initial condition (52) and then the boundary conditions (29) and (30) are applied. The simultaneous solution of the three resulting equations yields values for \(\Delta_1, \Delta_2, \Delta_3\). For \(Nb = Nr = Nt = 0.5\) and \(Le = Pr = 10\), we have found \(\Delta_1 = 0.46948, \quad \Delta_2 = -0.250857\) and \(\Delta_3 = -1.174326\). The ideal method for enlarging the convergence radius of the truncated series solution is the Padé approximant i.e. converting the polynomial approximation into a ratio of two polynomials. Without using the Padé approximant, the analytical solution obtained by the DTM, cannot satisfy boundary conditions at infinity. It is therefore essential to combine the series solution, obtained by DTM with the Padé approximant to provide an effective tool for accommodating boundary value problems in infinite domains.

### 6. Results and Discussion

An extensive range of computations has been performed with both numerical quadrature, DTM and DTM–Padé methods. The two-point boundary value problem for nanofluid boundary layer convection from a vertical surface is evidently governed by five independent dimensionless parameters, namely \(Pr, Le, Nr, Nb,\) and \(Nt\). The far field boundary conditions must be applied in the computations at a finite value of the similarity variable, \(\eta\), here denoted by \(\eta_{\text{inf}}\). Bulk calculations were executed with the value \(\eta_{\text{inf}} = 10\). In order to verify the accuracy of the present method, we have compared our results with those of numerical shooting method. The stream function, for DTM, DTM–Padé with various values of \(L\) and \(M\) (Padé parameters) and numerical quadrature are shown in Fig. 1. These results are given in Table 1. From Table 1 and Fig.1 we found that maximum difference between DTM–Padé [20, 21] and numerical quadrature is 0.00523 at \(\eta = 10\). The correlation is excellent between DTM–Padé and the numerical solutions; significant differences are however present with the much less accurate DTM method.

<table>
<thead>
<tr>
<th>(\eta)</th>
<th>DTM</th>
<th>DTM–Padé</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>1</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>2</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>4</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>5</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>6</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>7</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>8</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>9</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>10</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>11</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>12</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>13</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>14</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>15</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>16</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

### Table 2: \(S(\eta)\) obtained by the DTM, DTM–Padé and shooting (numerical) quadrature for \(Nb = Nr = Nt = 0.5\) and \(Pr = Le = 10\)

<table>
<thead>
<tr>
<th>(\eta)</th>
<th>DTM–Padé</th>
<th>DTM–Padé</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>1</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>2</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>4</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>5</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>6</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>7</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>8</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>9</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>10</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

### Table 3: \(\Theta(\eta)\) obtained by the DTM, DTM–Padé and its numerical values for \(Nb = Nr = Nt = 0.5\) and \(Pr = Le = 10\)

<table>
<thead>
<tr>
<th>(\eta)</th>
<th>DTM–Padé</th>
<th>DTM–Padé</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>1</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>2</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>4</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>5</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>6</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>7</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>8</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>9</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
<tr>
<td>10</td>
<td>0.00100</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

The temperature profile, \(\Theta(\eta)\) for DTM, DTM–Padé with various values of \(L\) and \(M\) (Padé parameters) and numerical shooting quadrature are shown in Fig. 2. These results are also given in Table 3. From Fig. 2 and Table 3 we found that maximum difference between DTM–Padé [20, 25] and numerical is \(10^{-5}\). The nanoparticle volume fraction, \(f(\eta)\) for DTM, DTM–Padé with various values of \(L\) and \(M\) (Padé parameters) and numerical are shown in Fig. 3. These results are also given in Table 4.
Table 4: $f(\eta)$ obtained by the DTM, DTM–Padé and its numerical values for $Nb = Nr = Nt = 0.5$ and $Pr = Le = 10$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>2</td>
<td>10.486</td>
<td>0.02679</td>
<td>0.02679</td>
<td>0.02679</td>
<td>0.02679</td>
<td>0.02679</td>
</tr>
<tr>
<td>4</td>
<td>3.76721E17</td>
<td>0.00092</td>
<td>0.00077</td>
<td>0.00055</td>
<td>0.00015</td>
<td>0.00118</td>
</tr>
<tr>
<td>6</td>
<td>2.93011E25</td>
<td>-0.00037</td>
<td>-0.00053</td>
<td>0.00060</td>
<td>0.00030</td>
<td>-0.00015</td>
</tr>
<tr>
<td>8</td>
<td>1.16604E31</td>
<td>-0.00017</td>
<td>-0.00025</td>
<td>0.00015</td>
<td>0.00022</td>
<td>-0.00017</td>
</tr>
<tr>
<td>10</td>
<td>2.58634E35</td>
<td>-0.00006</td>
<td>-0.00011</td>
<td>0.00004</td>
<td>0.00014</td>
<td>-0.00017</td>
</tr>
</tbody>
</table>

From Fig. 3 and Table 4 we found that maximum difference between DTM–Padé $[20,25]$ and numerical solution is $10^{-4}$.

Figure 1: The behavior of the solutions $S$ obtained by the DTM, DTM–Padé and numerical solution for $Nb = Nr = Nt = 0.5$ and $Le = Pr = 10$.

Figure 2: The behavior of the solutions $\theta$ obtained by the DTM, DTM–Padé and numerical solution for $Nb = Nr = Nt = 0.5$ and $Le = Pr = 10$.

Figure 3: The behavior of the solutions $f$ obtained by the DTM, DTM–Padé and numerical quadrature for $Nb = Nr = Nt = 0.5$ and $Le = Pr = 10$.

Figure 4: Effects of Lewis number $(Le)$ on stream function, $S$ obtained by the DTM, DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and $Pr = 1$.

Figure 5: Effects of Lewis number $(Le)$ on stream function gradient (velocity function), $S'$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and $Pr = 1$. 
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Figure 6: Effects of Lewis number (Le) on temperature function, $\Theta$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and Pr = 1.

Figure 7: Effects of Lewis number (Le) on mass fraction function, $f'$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and Pr = 1.

Figure 8: Effects of Lewis number (Le) on stream function, $S$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and Pr = 100.

Figure 9: Effects of Lewis number (Le) on stream function gradient (velocity function) $S'$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and Pr = 100.

Figure 10: Effects of Lewis number (Le) on temperature function, $\Theta$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and Pr = 100.

Figure 11: Effects of Lewis number (Le) on mass fraction function $f'$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and Pr = 100.
Figure 12: Effects of Prandtl number (Pr) on stream function, $S$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and $Le = 10$.

Figure 13: Effects of Prandtl number (Pr) on stream function gradient (velocity function), $S'$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and $Le = 10$.

Figure 14: Effects of Prandtl number (Pr) on temperature function, $\Theta$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and $Le = 10$.

Figure 15: Effects of Prandtl number (Pr) on mass fraction function, $f$ obtained by the DTM–Padé and numerical quadrature with $Nb = Nr = Nt = 0.5$ and $Le = 10$.

Figure 16: Combined effects of buoyancy ratio ($Nr$), Brownian motion parameter ($Nb$) and thermophoresis parameter ($Nt$) on stream function, $S$ obtained by the DTM–Padé and numerical quadrature with $Pr = 10$ and $Le = 10$.

Figure 17: Combined effects of buoyancy ratio ($Nr$), Brownian motion parameter ($Nb$) and thermophoresis parameter ($Nt$) on stream function gradient (velocity function), $S'$ obtained by the DTM–Padé and numerical quadrature with $Pr = 10$ and $Le = 10$. 
cooled slightly with increasing Lewis number. Mass fraction function, $f$, is also reduced with increasing Lewis number (figure 7) and much more dramatically than temperature. $f$ profiles are found to be very sharp decays from the plate surface whereas temperature profiles decay much more smoothly across the boundary layer. Figures 4 to 7 all correspond to $Pr = 1$ i.e. where the momentum diffusivity and thermal diffusivity in the boundary layer are the same. Excellent correlation is achieved in all these graphs between DTM-Pade and numerical shooting solutions. Again In figures 8 to 11 we have computed the stream function ($S$), stream function gradient ($S'$), temperature function ($\theta$), and mass fraction function ($f$) distributions with various Lewis numbers, but for a much higher Prandtl number (= 100). Comparing figure 8 with figure 4 it is evident that for greater Prandtl number, the stream function is significantly boosted i.e. $S$ values are considerably greater at the same values of Lewis number; also there is a monotonic increase in $S$ in figure 8 whereas the profiles in figure 4 peak at some distance from the plate surface and begin to decay. Comparing figure 9 with figure 5, we observe that there is also a greater magnitude of velocity i.e. stream function gradient, associated with $Pr = 100$, than for $Pr = 1$. The profiles in figure 5 exhibit a peak near the wall and a trough further from the wall; for figure 9 only a peak is observed, again close to the wall. Clearly, greater Prandtl number serves to accelerate the nanofluid boundary layer flow. Comparing the temperature distribution (figure 10) and mass fraction distribution (figure 11) for $Pr = 100$, with the respective graphs for $Pr = 1$ (i.e. figures 6 and 7 respectively), we observe that there is a very similar response with increasing Lewis number. Values of $\theta$ and $f$ are however slightly lower for $Pr = 100$ than they are for $Pr = 1$.

A more detailed study of Prandtl number influence on the similarity functions, $S$, $S'$, $\theta$ and $f$, is presented in figures 12 to 15. Stream function (figure 12) is observed to be strongly elevated with an increase in $Pr$ from 1 through 10, 100 to 1000. Velocity function (i.e. $S'$) as illustrated in figure 13, is also strongly enhanced with an increase in $Pr$. Temperature is however, as with conventional fluids, decreased markedly with an increase in $Pr$. $Pr$ encapsulates the ratio of momentum diffusivity to thermal diffusivity for a given nanofluid implying that for lower $Pr$ nanofluids, heat diffuses faster than momentum and vice versa for higher $Pr$ fluids [34]. With an increase in $Pr$, temperatures will therefore fall i.e. the regime will be cooled as shown in figure 14. Mass fraction function (figure 14) is also reduced with increasing $Pr$; however the effect is less dramatic than for the temperature field. Larger $Pr$ values correspond to a thinner thermal boundary layer thickness and more uniform temperature distributions across the boundary layer. Smaller $Pr$ nanofluids possess higher thermal conductivities so that heat can diffuse away from the vertical plate faster than for higher $Pr$ fluids (low $Pr$ fluids correspond to thicker boundary layers). As such with an increase in $Pr$, momentum diffusivity will exceed thermal diffusivity and the nanofluid boundary layer flow will be accelerated as shown in figure 13. Again excellent correlation has been achieved between the DTM-Pade solutions and the numerical quadrature computations in each of the figures 12 to 15. More details of the DTM-Pade technique are discussed in Rashidi et al. [35].

In figures 16 to 19, the collective influence of buoyancy ratio ($Nr$), Brownian motion parameter ($Nb$) and thermophoresis parameter ($Nt$) on $S$, $S'$, $\theta$ and $f$, with $Pr = Le = 10$ are illustrated. Clearly an increase in any of the buoyancy-ratio number $Nr$, the Brownian motion parameter $Nb$, or the...
thermophoresis parameter $N_t$ leads to an enhancement in the stream function (figure 16). Velocity in the boundary layer (figure 17) is also markedly enhanced with increasing $N_r$, $N_b$ and $N_t$ from 0.2, 0.3 through 0.4 to 0.5. Temperature is also evidently increased as $N_r$, $N_b$ and $N_t$ increase, as shown in figure 18. Very little alteration in mass fraction however is observed with a change in $N_r$, $N_b$ and $N_t$. Although not computed, an increase in $N_r$, $N_b$ and $N_t$ will also serve to decrease the “reduced Nusselt number” which will correspond to an increase in the thermal boundary-layer thickness, owing to higher temperatures in the nanofluid regime. The nanofluid behaves more like a fluid than the conventional solid-fluid mixtures in which relatively larger particles with micrometer or millimeter orders are suspended [36, 37]. However the nanofluid is a two-phase fluid in nature and has some common features with solid-fluid mixtures. Random movement of the suspended nanoparticles increases energy exchange rates in the fluid. The dispersion will flatten temperature distribution and makes the temperature gradient between the fluid and wall (plate) steeper, which augments heat transfer rate between the fluid and the wall. The enhanced heat transfer by the nanofluid may result from either the fact that the suspended particles increase the thermal conductivity of the two-phase mixture or owing to chaotic movement of ultrafine particles accelerating energy exchange process in the fluid. Generally our computations concur with similar studies in the literature [8-11]. Overall the DTM-Padé approach again demonstrates very good correlation with the established numerical quadrature (shooting) method, and therefore provides a very useful benchmark for computational techniques such as finite differences [38], finite elements [39] and network electrical simulation methods [40].

### 7. Conclusions

In this paper, we have applied the Differential Transform Method (DTM) to obtain approximate analytical solutions for incompressible, steady-state, free convective boundary-layer flow of a nanofluid past a vertical plate. The DTM approach combined with Padé approximants has been shown to be a promising tool to in solving two point boundary-value problems consisting of systems of nonlinear differential equations. The method has been applied directly without requiring linearization, discretization, or perturbation. The obtained results demonstrate the reliability of the algorithm and give it a wider applicability to nonlinear differential equations. Excellent correlation of the DTM-Padé technique with numerical quadrature (shooting solutions) has been demonstrated. We have examined the influence of nanoparticles on boundary-layer flow characteristics along a vertical plate, using a model in which Brownian motion and thermophoresis are accounted for. Effectively we have confirmed the trend of the results obtained by Kuznetsov and Nield [12], provided a robust alternative analytical methodology (which may serve as a verification tool to standard numerical methods) and also generalized the computations of [12] to consider a much wider variety of Lewis and Prandtl numbers. The present study has additionally served to verify that the reduced Nusselt number is lowered by increasing the nanofluid dynamic numbers $N_r$, $N_b$ and $N_t$, and that temperatures in the nanofluid boundary layer are simultaneously increased with these parameters increasing. Presently the authors are applying the DTM-Padé technique to other complex multi-physical fluid dynamics problems including magnetohydrodynamic and rotating disk flows, the results of which will be communicated imminently.

### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_B$</td>
<td>Brownian diffusion coefficient</td>
</tr>
<tr>
<td>$D_T$</td>
<td>thermophoretic diffusion coefficient</td>
</tr>
<tr>
<td>$f$</td>
<td>rescaled nanoparticle volume fraction, defined by Eq. (20)</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration vector</td>
</tr>
<tr>
<td>$k$</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>$Le$</td>
<td>Lewis number, defined by Eq. (28)</td>
</tr>
<tr>
<td>$N_r$</td>
<td>buoyancy-ratio parameter, defined by Eq. (25)</td>
</tr>
<tr>
<td>$N_b$</td>
<td>Brownian motion parameter, defined by Eq. (26)</td>
</tr>
<tr>
<td>$N_t$</td>
<td>thermophoresis parameter, defined by Eq. (27)</td>
</tr>
<tr>
<td>$Nu$</td>
<td>Nusselt number, defined by Eq. (31)</td>
</tr>
<tr>
<td>$Nu_r$</td>
<td>reduced Nusselt number, $Nu/Ra^{1/4}$</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number, defined by Eq. (24)</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
</tr>
<tr>
<td>$q^w$</td>
<td>wall heat flux</td>
</tr>
<tr>
<td>$Ra_x$</td>
<td>local Rayleigh number, defined by Eq. (18)</td>
</tr>
<tr>
<td>$S$</td>
<td>dimensionless stream function, defined by Eq. (20)</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$T_w$</td>
<td>temperature at the vertical plate</td>
</tr>
<tr>
<td>$T_\infty$</td>
<td>ambient temperature attained as $y$ tends to infinity</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity, $(u,v)$</td>
</tr>
<tr>
<td>$(x,y)$</td>
<td>Cartesian coordinates (x-axis is aligned vertically upwards, plate is at $y = 0$)</td>
</tr>
</tbody>
</table>

### Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>thermal diffusivity</td>
</tr>
<tr>
<td>$\beta$</td>
<td>volumetric expansion coefficient of the fluid</td>
</tr>
<tr>
<td>$\eta$</td>
<td>similarity variable, defined by Eq. (19)</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>dimensionless temperature, defined by Eq. (20)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>dynamic viscosity of the fluid</td>
</tr>
</tbody>
</table>
\( \nu \) kinematic viscosity, \( \mu/\rho_f \)

\( \rho_f \) fluid density

\( \rho_p \) nanoparticle mass density

\( (\rho c)_f \) heat capacity of the fluid

\( (\rho c)_p \) effective heat capacity of nanoparticle

\( \tau \) parameter defined by Eq. (13). \( (\rho c)_f/(\rho c)_p \)

\( \varphi \) nanoparticle volume fraction

\( \varphi_W \) nanoparticle volume fraction at vertical plate

\( \varphi_\infty \) ambient nanoparticle volume fraction attained as \( y \) tends to infinity

\( \psi \) stream function, defined by Eq. (14)
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